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Preface

This volume documents the Proceedings of the Workshop Towards Digital Language Equality (TDLE),
held on 20 June, 2022 as part of the LREC 2022 conference (International Conference on Language
Resources and Evaluation).

Language Technology (LT), one of the most important applications of Artificial Intelligence, is
revolutionizing many language-related tasks while engendering a rapidly growing and substantial
economic impact. Although cross-language communication forms a significant part of this development,
LT resources are not equally available to all languages and domains. To make use of Language
Technology’s full potential, progress towards a multilingual, efficient, accurate, explainable, ethical, fair
and unbiased language understanding is necessary – in short: Digital Language Equality (DLE).

The workshop at LREC brought together researchers and scholars working on policies, initiatives,
projects, and research that target DLE at every administrative level. These include models and tools
that monitor, measure, catalogue or visualize the evolution and dynamics of DLE through technological
factors, (e.g., the available language resources, tools and technologies) and contextual factors (e.g.,
societal, economic, educational, industrial).

We are thankful to the authors who submitted their work to this workshop. In the end, six papers were
accepted. We are also grateful to our Program Committee members and reviewers for their contributions,
to Antonios Anastasopoulos who kindly accepted to be our invited speaker and gave a talk on "Measuring
Cultural Representativeness and Rethinking LT4All", and to the LREC committee for accepting this
workshop as part of LREC 2022.

iii





Organizers

Itziar Aldabe (HiTZ, UPV-EHU)
Begoña Altuna (HiTZ, UPV-EHU)
Aritz Farwell (HiTZ, UPV-EHU)
Federico Gaspari (ADAPT, DCU)
Maria Giagkou (Athena RC/ILSP)
Jan Hajic (Charles University)
Stelios Piperidis (Athena RC/ILSP)
Georg Rehm (DFKI)
German Rigau (HiTZ, UPV-EHU)
Andy Way (ADAPT, DCU)

Program Committee:

Xabier Arregi (HiTZ, UPV/EHU)
Dimitra Anastasiou (Luxembourg Institute of Science and Technology)
Albina Auksoriute (LIETUVIU KALBOS INSTITUTAS)
Jeremy Barnes (HiTZ, UPV/EHU)
Khalid Choukri (ELDA)
Bessie Dendrinos (ECSPM)
Itziar Gonzalez-Dios (HiTZ, UPV/EHU)
Kristine Eide (Language Council of Norway)
Ainara Estarrona (HiTZ, UPV/EHU)
Inma Hernáez (HiTZ, UPV/EHU)
Jaroslava Hlaváčová (CUNI)
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Federico Gaspari1, Owen Gallagher1, Georg Rehm2, Maria Giagkou3,
Stelios Piperidis3, Jane Dunne1, Andy Way1

1ADAPT Centre, School of Computing, Dublin City University, Ireland
2Deutsches Forschungszentrum für Künstliche Intelligenz GmbH (DFKI), Germany
3Institute for Language and Speech Processing, Research Centre “Athena”, Greece

{firstname.lastname}@adaptcentre.ie, {firstname.lastname}@dfki.de, {mgiagkou, spip}@athenarc.gr

Abstract
This paper introduces the concept of Digital Language Equality (DLE) developed by the EU-funded European Language
Equality (ELE) project, and describes the associated DLE Metric with a focus on its technological factors (TFs), which are
complemented by situational contextual factors. This work aims at objectively describing the level of technological support
of all European languages and lays the foundation to implement a large-scale EU-wide programme to ensure that these
languages can continue to exist and prosper in the digital age, to serve the present and future needs of their speakers. The
paper situates this ongoing work with a strong European focus in the broader context of related efforts, and explains how the
DLE Metric can help track the progress towards DLE for all languages of Europe, focusing in particular on the role played by
the TFs. These are derived from the European Language Grid (ELG) Catalogue, that provides the empirical basis to measure
the level of digital readiness of all European languages. The DLE Metric scores can be consulted through an online interac-
tive dashboard to show the level of technological support of each European language and track the overall progress toward DLE.

Keywords: Digital Language Equality, Technological Factors, Language Resources, Tools, Technologies, Europe

1 Introduction and Background
1.1 Motivation and Objectives
In a plenary meeting on 11 September 2018, the Eu-
ropean Parliament adopted by an overwhelming ma-
jority a joint ITRE/CULT report, Language equality in
the digital age, with a resolution that included over 40
recommendations. These concerned inter alia the en-
hancement of the institutional framework for Language
Technology (LT) policies at EU level, as well as of EU
research and education policies to improve the future
of LTs in Europe, so that all stakeholders could benefit
from them (European Parliament, 2018).
In an effort to address these recommendations, the Eu-
ropean Language Equality (ELE) project1 (Rehm et al.,
2022; Rehm and Way, 2022) with its 52-member con-
sortium is engaged in responding to the call to estab-
lish a much-needed large-scale, long-term coordinated
funding programme for research, development and in-
novation in the field of LTs, at European, national and
regional levels, designed to meet Europe’s needs and
demands. By addressing some of the key recommen-
dations issued by the European Parliament, ELE is lay-
ing the foundation to draw up an evidence-based Strate-
gic Research, Innovation and Implementation Agenda
(SRIA) and Roadmap with strong support from the
wider community, as a basis to launch a large-scale
programme to achieve full Digital Language Equality
(DLE) in Europe by 2030.
The ELE consortium is ideally positioned to pursue this
ambitious objective, in that its members include a com-
bination of research and academic organisations, net-

1https://european-language-equality.eu

works, associations and initiatives as well as compa-
nies from all over Europe. In addition to all official
European languages, the partners’ combined expertise
covers a very wide range of regional and minority lan-
guages, either through consortium partners or through
several umbrella organisations.

1.2 Current Situation and Related Work
While the ongoing work conducted by ELE is focused
on the languages of Europe, it is situated in a broader
context of recent similar efforts with a wider remit.
Joshi et al. (2020) investigate the relation between
the languages of the world and the resources avail-
able for them as well as their coverage in Natural Lan-
guage Processing (NLP) conferences, providing evi-
dence for the severe disparity that exists across lan-
guages in terms of technological support and attention
paid by academic, scientific and corporate circles.
Blasi et al. (2021) argue that the substantial progress
brought about by the generally improved performance
of NLP methods “has been restricted to a minuscule
subset of the world’s 6,500 languages”, and present a
framework for gauging the global utility of LTs in re-
lation to demand, based on the analysis of a sample of
over 60,000 papers from all major international NLP
conferences. This study also shows convincing evi-
dence for the striking inequality in the development of
LTs across the world’s languages. While this severe im-
balance is partly in favour of a few, mostly European,
languages, on the whole most European languages are
at a disadvantage. Acknowledging that LTs are gen-
erally becoming increasingly ubiquitous, Faisal et al.
(2021) look into the efforts to expand the language di-
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versity and coverage of NLP applications. Since a key
factor determining the quality of present-day NLP sys-
tems is data availability, they study the geographical
representativeness of language datasets, to assess the
extent to which they match the needs of the members of
the respective language communities, with a thorough
analysis of the striking inequalities.
Bromham et al. (2021) examine the effects of a wide
range of demographic and socio-economic aspects on
the use and status of the languages of the world, and
reach the conclusion that language diversity is un-
der threat across the globe, including in industrialised
and economically advanced regions. In particular, this
study found that half of the languages under investiga-
tion face serious risks of extinction, potentially within
a generation, if not imminently. This is certainly a
very sombre situation to face up to, which calls for a
large-scale mobilisation of all possible efforts by all
interested parties to avoid such a daunting prospect,
especially for the languages addressed by ELE.2 It
should be emphasised that ELE covers not only the of-
ficial languages of the European Union or national lan-
guages, but also regional and minority languages, and
in fact these receive special attention insofar as they are
among the least resourced and those with more limited
technological support, which puts their communities at
a serious disadvantage in the digital age.

1.3 Structure of the Paper
The rest of this article is organised as follows. Sec-
tion 2 explains the principles behind the Digital Lan-
guage Equality concept adopted in ELE and the ratio-
nale for the DLE Metric with an emphasis on the Tech-
nological Factors (TFs). Section 3 zooms in on the
TFs, which are complemented by the Contextual Fac-
tors (CFs), outlining their main components and dis-
cussing the role of the European Language Grid (ELG)
as its empirical evidence. The weights assigned to the
feature values of the TFs are described, reporting on
the main findings of the experiments that were con-
ducted to refine the first implementation of the DLE
Metric. The discussion emphasises the flexibility of
the DLE Metric, that can be adapted in the future to
accommodate subsequent developments and novelties
in the community that it may not be possible to antici-
pate at present. We present our initial results regarding
the current level of technological support and digital
readiness of Europe’s languages based on the TFs of
the DLE Metric (the Technological DLE score), com-
puted using a weighting scheme. We also briefly re-
view some of the main open issues and challenges that
remain to be addressed. Finally, Section 4 draws some
conclusions, pointing out the value and potential of the
DLE Metric to benefit the wider LT community and,
ultimately, the European citizens on the whole by sup-
porting their future aspirations in the digital age.

2https://european-language-equality.eu/languages/

2 Digital Language Equality Metric
2.1 Guiding Principles
This paper introduces the notion of Digital Language
Equality (DLE) developed in the project ELE to pur-
sue its ambitious objectives, and presents the associ-
ated metric, focusing in particular on the Technological
Factors (TFs). The DLE definition is intended to serve
the needs of the languages in scope of ELE and the ex-
pectations of the relevant language communities in the
future. It should be noted that language “equality” does
not mean “sameness” on all counts, regardless of the re-
spective environments; we recognise the different his-
torical developments and current situations of the very
diverse languages targeted in and by the project, along
with their specific features, different needs and reali-
ties of their communities, e. g., in terms of number of
speakers, ranges of use, etc., which inevitably vary sig-
nificantly. It would be naive and unrealistic in practice
to ignore these facts, and to set out to erase the differ-
ences that make languages truly unique, as key com-
ponents of the heritage and as a vital reflection of the
communities that use them. This is also a core element
of multilingualism in Europe, where all languages are
valued as inherent components of the social fabric that
connects European citizens in their diversity. The situ-
ational context in which the languages are used, which
includes societal, economic, educational, and industrial
aspects, is incorporated in the DLE definion and metric
through the Contextual Factors (CFs), which comple-
ment the TFs and are the subject of a companion paper
(Grützner-Zahn and Rehm, 2022).
The notion of DLE promoted by ELE does not involve
any judgement of the political, social and cultural status
or value of the languages, insofar as they collectively
contribute to a multilingual Europe, that should be sup-
ported and promoted. Alongside the fundamental con-
cept of equality, we also recognise the importance of
the notion of equity, meaning that for some languages,
and for some needs, a specific effort is necessary. For
example, the availability of, and access to, certain ser-
vices and resources (e. g., to revitalise a language, or
to promote the development of education through that
language) is very important for some of Europe’s lan-
guages. With this in mind, the challenge tackled by
ELE is to enable all languages of Europe, regardless of
their specific circumstances, to realise their full poten-
tial, supporting them in achieving full digital equality.
The DLE metric, whose TFs are presented here, cap-
tures the needs and expectations of the various Euro-
pean languages and the shortfalls with respect to being
adequately supported in terms of resources, tools and
technological services in the digital age so as to achieve
digital language equality.

2.2 Defining the DLE Metric
Following consultations within the ELE consortium,
early in the project a definition of DLE was adopted to
guide our efforts. The definition of DLE drew inspira-
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tion, among others, from the META-NET White Paper
Series (Rehm and Uszkoreit, 2012) and from BLARK3

(Krauwer, 2003), both of which have been used in the
past to assess the level of technological support of spe-
cific languages. ELE defines DLE as “the state of af-
fairs in which all languages have the technological sup-
port and situational context necessary for them to con-
tinue to exist and to prosper as living languages in the
digital age” (Gaspari et al., 2021; Gaspari et al., 2022).
This definition provides the basis to establish a met-
ric that enables the quantification of the level of tech-
nological support for each language in scope of ELE
with descriptive, diagnostic and predictive value to suc-
cessfully promote digital language equality. This ap-
proach enables comparisons across languages, tracking
their advancement towards the goal of DLE, as well
as the prioritisation of needs, especially to fill exist-
ing gaps, focusing on realistic and feasible targets. The
DLE Metric is therefore defined as “a measure that re-
flects the digital readiness of a language and its con-
tribution to the state of technology-enabled multilin-
gualism, tracking its progress towards the goal of DLE”
(Gaspari et al., 2021). The DLE Metric is computed for
each language on the basis of various factors, grouped
into TFs (e. g., the available language resources, tools
and services, which are the focus of this paper) and
situational CFs, e. g., societal, economic, educational,
industrial, which are described in detail by Grützner-
Zahn and Rehm (2022).

2.3 Key Features
The DLE definition and the formulation of the DLE
Metric are modular and flexible, i. e., they consist of
well-defined separate and independent, but tightly in-
tegrated quantifiers, measures and indicators, selected
to ensure compatibility and interoperability with the
metadata schema adopted by ELE’s sibling EU-funded
project European Language Grid (ELG)4 (Labropoulou
et al., 2020; Rehm et al., 2020; Rehm, 2022), which
plays a crucial technical role with regard to the TFs.
ELG maintains a cloud platform that bundles together
data sets, corpora, functional software, repositories and
applications to benefit European society, industry and
academia and administration, while also addressing the
fragmentation of the European LT landscape by provid-
ing a convenient single access point.
The definitions of DLE and its metric have also been
designed to be transparent and similarly intuitive for
linguists, LT experts and developers, language activists,
advocates of language and human rights, industrial
players, policy-makers and European citizens at large,
to encourage the widest possible uptake and buy-in.
While we wanted them to be founded on solid, widely
agreed principles, we also aimed at striking a bal-
ance between a methodologically sound and theoreti-
cally convincing approach, and a formulation that can

3http://www.blark.org
4https://live.european-language-grid.eu

be used, among others, to inform future language and
LT policies at the local, regional, national and Euro-
pean levels, to guide and prioritise future efforts in the
creation, development and improvement of LRs and
LTs, with the ultimate goal of achieving DLE in Eu-
rope. Through data analytics and visualisation, lan-
guages facing similar challenges in this collective en-
deavour can be grouped together, and requirements can
be formulated to support them in remedying the exist-
ing gaps and advancing towards full DLE. An analy-
sis of the Technological DLE scores of European lan-
guages is presented in Section 3.4.
A crucial feature of the DLE Metric is its dynamic na-
ture, i. e., the fact that its scores can be updated and
monitored over time, at regular intervals or whenever
one wishes to check the progress or the status of one
or more European languages with respect to the goal of
achieving DLE. With regard to the TFs, as the ELG
Catalogue organically grows over time, the resulting
DLE Metric scores will be updated for all European
languages, thereby providing an up-to-date and consis-
tent (i. e., comparable) measurement of the level of LT
support and provision that each of them has available,
also showing where the status is less than ideal or not
at the expected level. The DLE Metric can be found,
computed dynamically using the data available in the
ELG Catalogue, in the ELE/ELG dashboard.5

3 Technological Factors
In order to quantify the level of technological support
for a language, we consider a set of TFs. Here we
briefly describe their main categories, illustrating the
breadth and diversity of the LRs and tools that they
capture. The first category of TFs includes tools and
services that are offered via the web or running in the
cloud, but also downloadable tools, source code, etc.;
this category encompasses, for example, NLP tools
(morphological analysers, part-of-speech taggers, lem-
matisers, parsers, etc.); authoring tools (e. g. spelling,
grammar and style checkers); services for information
retrieval, extraction, and mining, text and speech an-
alytics, machine translation, natural language under-
standing and generation, speech technologies, conver-
sational systems, etc.
The second category of TFs includes datasets, i. e. cor-
pora or collections of text documents, text segments,
audio transcripts, audio and video recordings, etc.,
monolingual or bi-/multilingual, raw or annotated. It
also encompasses language models and computational
grammars and lexical and conceptual resources, in-
cluding resources organised on the basis of lexical or
conceptual entries (lexical items, terms, concepts, etc.)
with their supplementary information (e. g., grammat-
ical, semantic, statistical information, etc.), such as
computational lexica, gazetteers, ontologies, term lists,
thesauri, etc.

5https://live.european-language-grid.eu/catalogue/
dashboard
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The technological component of the DLE Metric and
the resulting Technological DLE score per language
are based on the number of LRs available for a given
language. Although an essential aspect of a lan-
guage’s digital readiness is the number of available
LRs, equally important are the types and features of
these LRs, insofar as they indicate how well a language
is supported in all different LT areas. To capture such
aspects with the DLE metric, in addition to raw counts
of available LRs, the following features of LRs have
also been taken into account:

• resource type
• resource subclass
• linguality type
• media type covered or supported
• annotation type, where relevant
• domain covered, where relevant
• function/task performed (for tools/services only)
• conditions of use

The values of these features are appropriately weighted
to contribute to the resulting Technological DLE score.
The weights applied to LR feature values are listed in
Tables 1 and 2 in the Appendix and further discussed
in Section 3.1.

3.1 Applying Weights to the Factors
The weights are applied to LR feature values, in order
to reward the contribution of a LR to DLE with regard
to the relevant TFs. This is based on the assumption
that some LR features contribute more effectively to
achieving DLE than others. Higher weights are as-
signed to feature values related to (i) more complex
technologies, e. g., LTs that employ or support more
than one modality, (ii) more “expensive” datasets/tools,
in terms of the investment required to build them, (iii)
more “open” or freely available datasets and tools, and
(iv) additional or broader envisaged applications.
One guiding consideration in developing the DLE Met-
ric, and especially in assigning the weights of the fea-
tures and their values for the TFs, was to make the
fewest possible assumptions about the (preferred) end-
uses and actual application scenarios that may be most
relevant to users. These inevitably vary widely due
to a number of variables that are impossible to estab-
lish a priori. We therefore refrained from predetermin-
ing particular preferred end-uses when proposing the
full specification of the DLE Metric, which otherwise
would risk it being unsuitable for some end-users and
applications. In Tables 1 and 2 in the Appendix we
present the TFs of the DLE Metric with their weights;
this set-up is subject to revision as more experiments
are run within ELE in addition to those reported in Sec-
tion 3.2 to adjust the weights, so that the Technological
DLE scores capture and reflect fairly the actual level of
LT support for the ELE languages.
The features and values for the LRs and LTs that make
up the TFs are derived from the metadata schema used

in the ELG Catalogue (Labropoulou et al., 2020; Rehm
et al., 2020); the weights assigned to them are listed
in Table 1 and Table 2 in the Appendix for LRs and
tools, respectively. Here we briefly review some of
the key features of the TFs, focusing on those that can
have several values, which are of particular interest be-
cause they show the level of detail and granularity of
the metadata accompanying the records included in the
ELG Catalogue.
A varied feature within LRs is that of “Annotation
Type”, which has many possible values. For the first
implementation of the DLE Metric, we have assigned a
constant very small fixed weight, also based on the fact
that some LRs can possess several annotation types. A
similar consideration applies to the “Domain” feature,
which has many possible values for LRs and for tools:
in these cases, the weights assigned to “Domain” val-
ues in the first instance are fixed and relatively small,
again considering that multiple domains can be com-
bined in a single LR or tool. In addition to “Domain”,
another feature that appears both in LRs and tools is
“Conditions of use”; the weights proposed for this fea-
ture of the TFs are identical for the corresponding val-
ues of “Conditions of use” across datasets and tools.
In the case of (much) more restrictive licensing terms,
lower weights are assigned than to liberal use condi-
tions, so they contribute (much) less to the Technolog-
ical DLE score for the LR in question, and therefore to
the cumulative DLE Metric score for that language.

3.2 Experiments with ELG
To experiment with different set-ups for the TFs of
the DLE Metric, we used the Catalogue of the Eu-
ropean Language Grid, which in early 2022 con-
tained approx. 11,500 records, out of which about 75%
were datasets and resources (corpora, lexical resources,
models and grammars) and the rest were tools and ser-
vices, covering almost all European languages. These
records contain multiple levels of metadata granularity.
We consider the current status of the ELG repository
to be representative with regard to the current existence
of LT resources for Europe’s languages, so it is used by
ELE as its empirical basis for the computation of the
technological DLE score.
The ELG Catalogue includes metadata of both LRs and
LTs for all ELE languages. Each resource and tool has
several features and associated values, as shown in the
Appendix. Each feature was assigned a weight to cal-
culate the Technological DLE score on a per-language
basis, comparing the resulting scores of a number of
alternative set-ups, considering especially where each
language stood in relation to all the others and how
their relative positioning changed as a result of assign-
ing different weights to the various feature values. This
was an efficient and effective method to gradually re-
fine the set-up of the TFs and propose the implementa-
tion of the relevant weights.
The experiments have shown that the global picture of
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the DLE Metric scores for the languages targeted by
ELE tends not to change dramatically as the weights
assigned to the feature values vary. We have exper-
imented both with very moderate and narrow ranges
of weights, and with more extreme and differentiated
weighting schemes. Since, ultimately, any changes are
applied across the board to all LRs and tools included in
ELG for all languages, any resulting changes propagate
proportionally to the entire set of languages, thus mak-
ing any dramatic changes rather unlikely, unless one
studiously unduly rewards (i. e., games) specific fea-
tures that are known to disproportionately affect one or
more particular languages. It should immediately be
clear that this would be a biased and unfair application
of the DLE Metric, and should be avoided at all costs.
Our experiments demonstrate that the overall represen-
tation of the languages tends to be relatively stable.
This is due partly to the sheer amount of features and
possible feature values that make up the TFs. As a re-
sult, even if one changes the weights, with the excep-
tion of minor and local fluctuations, three main phe-
nomena are generally observed: (i) the overall rela-
tive positioning of the languages remains largely sta-
ble, with a handful of languages standing out with
the highest Technological DLE scores (English leading
typically over German, Spanish and French, with the
second language having roughly half the Technolog-
ical DLE score of English), the minimally supported
languages still displaying very low scores, and a sub-
stantial group of evenly distributed languages towards
the middle; (ii) clusters of languages with similar LT
support according to intuition and expert opinion re-
main ranked closely together, regardless of the adjust-
ments made to specific weights for individual features
and their values; and, finally, (iii) even when two sim-
ilarly supported languages change relative positions
(i. e., language A overtakes language B in terms of
Technological DLE score) as a result of adjusting the
weights assigned to features and their values, their ab-
solute Technological DLE scores remain very close.
We have also performed focused checks on pairs or
small sets of languages spoken by comparable com-
munities and used in similar circumstances, and whose
relative status in terms of LT support is well known
to the experts. These focused checks have involved,
e. g., Basque and Galician, Irish with respect to Welsh,
and the dozen local languages of Italy (also with re-
spect to Italian itself), etc. Overall, the general stabil-
ity and consistency demonstrated by the Technological
DLE scores across different set-ups of weight assign-
ments for the various features and their possible values
for TFs provides evidence of its validity as an effective
tool to guide developments and track progress towards
full DLE for all of Europe’s languages by 2030.
Table 1 and Table 2 in the Appendix provide the config-
uration of the weights assigned to the TFs to compute
the Technological DLE score. This set-up is subject
to adjustments as more experiments are conducted to

check any need to refine the weights, in the interest of
making the DLE Metric truly representative of the ac-
tual level of LT support for European languages. This
approach will ensure that the DLE metric optimally
captures the real situation and also effectively reflects
the needs and aspirations of all of Europe’s languages
and their communities for the future in the digital age.

3.3 DLE Metric Formula
Based on the above, the steps to calculate the Techno-
logical DLE score are as follows:

1. Each LR in the ELG Catalogue (dataset or tool)
obtains a score (ScoreLR), which is equal to the
sum of the weights of its relevant features. Specif-
ically for features Annotation Type and Domain,
instead of simply adding the respective weight, the
weight is multiplied by the number of unique fea-
ture values possessed by the LR in question.

Example: Suppose an LR in the ELG catalogue
(LR1) has the following features: corpus, anno-
tated, monolingual, with three different annota-
tion types (morphology, syntax, semantics), with
text as media type, covering one domain (e. g. fi-
nance), with conditions of use research use al-
lowed. Then, using the weights proposed in Ta-
bles 1 and 2 in the Appendix, LR1 is assigned the
following score:

ScoreLR1 = 5 + 1 + 2.5 + (3 ∗ 0.25) + 1 + (1 ∗
0.3) + 3.5 = 14.05

2. To compute the Technological DLE score for lan-
guage X (TechDLELangX ), for all LRs that sup-
port language X (LR1, LR2, . . . LRN), one sums
up the ScoreLR of all LRs that support language
X (LR1, LR2, . . . LRN), i. e.

TechDLELangX = ScoreLR1 + ScoreLR2 +
. . . + ScoreLRN

3.4 ELE Languages: Technological DLE
Scores

Based on the weights, the Technological DLE scores of
Europe’s languages as of mid-May 2022 are presented
in Figure 1. To allow for a more fine-grained visual rep-
resentation, Figures 2 and 3 in the Appendix show the
first and the second half of the languages, respectively,
using more appropriate scaling of the score ranges.
Not surprisingly, English is by far the most well-
resourced language of Europe, leading the way over
German and Spanish, that follow with very similar
Technological DLE scores, which are roughly half that
of English. French is at present the fourth most well-
resourced European language. Finnish, Italian and Por-
tuguese follow at some distance, and it is interesting to
note that the next cluster of languages that are spoken
by sizeable communities in Europe (Polish, Dutch and
Swedish), still in the top ten of the overall list of lan-
guages, have a Technological DLE score that is roughly
six times lower than that of English.
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Figure 1: Technological DLE scores for all ELE languages as of mid-May 2022.
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A number of observations can be made on the basis of
the Technological DLE scores shown in Figures 1, 2
and 3: first, one can see that even some official EU and
national languages are not particularly well-supported,
at least in comparison with the leading languages,
first and foremost English. It should also be noted
that some non-official EU languages such as Catalan,
Basque, Galician and Welsh appear to be relatively
well-supported, also in comparison with some official
EU languages. In addition, it is quite striking that sev-
eral European languages currently represented in ELG
have very low Technological DLE scores, which points
to the fact that currently most of them have hardly any
datasets and basic LTs that are essential for them to re-
main alive and be used by the respective communities,
so as to prosper in the digital area.

3.5 Open Issues and Challenges
The Technological DLE scores discussed here do not
take into account the size of LRs or the quality of LRs
and LTs. While these are important features, there ex-
ist a large variety of size units for LRs, and the way for
measuring data size is not standardised, especially for
new types of LRs such as models. Regarding the qual-
ity of tools in particular, while some information on the
Technology Readiness Level scale is available in the
ELG Catalogue, the large number of null values does
not make it possible to take this aspect into account at
the moment. These are shortcomings that we intend to
revisit in subsequent efforts, in order to overcome these
limitations and improve the overall accuracy and gran-
ularity of the Technological DLE score.
As far as datasets are concerned, there could be bene-
fits to setting a minimum size criterion to include LRs
such as corpora or grammars in the computation of the
Technological DLE score, e. g., to avoid using small
resources that cannot be realistically applied in tech-
nology development scenarios. However, at present
it would be difficult to establish arbitrarily what this
minimum size threshold should be, also in recognition
of the specifics of the several languages covered by
ELE. As a result, the decision was made not to set any
minimum size requirement for LRs. The thinking be-
hind this choice was that relatively small data sets are
common in less-resourced languages, for particular do-
mains, etc., and there is the possibility to merge small
data sets to create bigger ones that would, in fact, be
useful, e. g., in domain adaptation for machine transla-
tion. More broadly, ELE intends to foster a culture of
valuing all and any LRs, especially for less-resourced
languages, judiciously balancing the importance given
to the size, quantity, diversity and quality of the LRs.
Finally, projects and organisations are not taken into
account for the time being, partly due to the difficulty
of attributing them specifically to individual languages,
even though the possibility remains open to include
these additional features and values in the computation
of the Technological DLE score at a later stage.

4 Conclusions and Future Work

We introduce the notion of DLE and describe the DLE
Metric, focusing in particular on the Technological
DLE score, as developed in the ELE project. By pro-
viding an empirically-grounded and realistic quantifi-
cation of the level of technological support possessed
by the languages of Europe, the DLE Metric, whose
TFs are complemented by the CFs, will contribute
to the formulation of the sustainable evidence-based
SRIA and Roadmap that will drive future efforts in
equipping all European languages with the LTs needed
to achieve full DLE in Europe by 2030; the DLE Met-
ric will also provide a transparent means to track and
monitor the actual progress in this direction.

With regard to the TFs, the close collaboration with the
sister project ELG has been particularly valuable, in
that the TFs rely on the metadata in the ELG Catalogue
as the ground truth and empirical foundation to mea-
sure and quantify the level of digital readiness of the
languages covered by ELE. The overview of the TFs is
accompanied by an in-depth discussion of the scoring
and weighting mechanism adopted for the computation
of the Technological DLE score, that is illustrated to
explain the overall design of the features and values
that contribute to the TFs.

The weights assigned to the features to compute the
Technological DLE score can be adjusted going for-
ward. This approach would be useful to address devel-
opments ensuing from advances made in LT and as new
paradigms or technologies become the state of the art,
potentially also as new types of resources emerge and
are recognised as crucial for LT support. The ELE con-
sortium views the DLE Metric as a flexible tool, with
the possibility of updating and revising if and as needed
the exact configuration of the TFs and CFs.

We are confident that the concept of DLE and its as-
sociated Metric described here represent valuable tools
on which to base subsequent efforts to measure and im-
prove the readiness of Europe’s languages for the digi-
tal age, also taking into account the situational contexts
in which the languages are used via the CFs. By draw-
ing on the descriptive, diagnostic and predictive value
of the DLE Metric, the community will have a solid
and verifiable means of pursuing and evaluating much-
needed developments in the interest of all European cit-
izens. In conclusion, we hope that the DLE Metric will
be recognised as a helpful tool by a range of stakehold-
ers at various local, regional, national and European
levels who are committed to preventing the extinction
of European languages under threat, and who are in-
terested in promoting their prosperity. Such stakehold-
ers include decision- and policy-makers, industry lead-
ers, researchers, developers, and citizens across Eu-
rope who will drive forward future developments in the
fields of LT and language-centric AI.
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Appendix

Feature Feature Value Weight

Resource Type corpus 5
lexical conceptual resource 1.5
language description 3.5

Subclass raw corpus 0.1
annotated corpus 2.5
computational lexicon 2
morphological lexicon 3
terminological resource 3.5
Wordnet 4
Framenet 4
model 5
each of the others (there are 15 more) 0.5

Linguality Type multilingual 5
bilingual 2
monolingual 1

Media Type text 1
image 3
video 5
audio 2.5
numerical text 1.75

Annotation Type each of these – can be combined in a single LR 0.25

Domain each of these – can be combined in a single LR 0.3

Conditions of Use other specific restrictions 0.5
commercial uses not allowed 1
no conditions 5
derivatives not allowed 1.5
redistribution not allowed 2
research use allowed 3.5

Table 1: Weights assigned to the Technological Factors of the DLE Metric – Language Resources.
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Feature Feature Value Weight

Language Independent false 5
true 1

Input Type input text 2
input audio 5
input image 7.5
input video 10
input numerical text 2.5

Output Type output text 2
output audio 5
output video 10
output image 7.5
output numerical text 2.5

Function Type text processing 3
speech processing 10
information extraction and information retrieval 7.5
translation technologies 12
human-computer interaction 15
natural language generation 20
support operation 1
image/video processing 13
other 1
unspecified 1

Domain each of these – can be combined in a single tool 0.5

Conditions of Use unspecified 0
other specific restrictions 0.5
no conditions 5
commercial uses not allowed 1
derivatives not allowed 1.5
redistribution not allowed 2
research use allowed 3.5

Table 2: Weights assigned to the Technological Factors of the DLE Metric – Tools.
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Figure 2: First half of the languages listed in Figure 1 on a range of 0-60,000 Technological DLE score points.
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Figure 3: Second half of the languages listed in Figure 1 on a range of 0-500 Technological DLE score points.
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Abstract
In our digital age, digital language equality is an important goal to enable participation in society for all citizens, independent
of the language they speak. To assess the current state of play with regard to Europe’s languages, we developed, in the project
European Language Equality, a metric for digital language equality that consists of two parts, technological and contextual
(i. e., non-technological) factors. We present a metric for calculating the contextual factors for over 80 European languages. For
each language, a score is calculated that reflects the broader context or socio-economic ecosystem of a language, which has,
for a given language, a direct impact for technology and resource development; it is important to note, though, that Language
Technologies and Resources related aspects are reflected by the technological factors. To reduce the vast number of potential
contextual factors to an adequate number, five different configurations were calculated and evaluated with a panel of experts.
The best results were achieved by a configuration in which 12 manually curated factors were included. In the factor selection
process, attention was paid to data quality, automatic updatability, inclusion of data from different domains, and a balance
between different data types. The evaluation shows that this specific configuration is stable for the official EU languages; while
for regional and minority languages, as well as national non-official EU languages, there is room for improvement.

Keywords: Language Technology, Digital Language Equality, Contextual Factors, Europe

1 Introduction
The rising influence of the internet on the daily life im-
pacts the relevance of the automated understanding and
production of language in the digital age since natu-
ral language is an important part of human-computer-
interaction (HCI). From a technological perspective,
Language Technologies (LT) can add the “ability to an-
alyze, understand and generate information expressed
in natural language” (Aldabe et al., 2021, p. 13)
to digital systems. Especially many languages with
smaller numbers of speakers are typically under-served
in terms of resources and technologies, because of fac-
tors as missing economic interest, etc.. To analyse the
situation of a language community in the digital sphere,
it is necessary to develop a metric which is able to
assess the current state of technological support, but
that is also able to position the results in the broader
socio-economic context of a language and its commu-
nity. Hence, our suggested Digital Language Equality
(DLE) metric consists of two broader groups of factors,
technological and contextual factors.
Especially in multilingual societies, the importance and
relevance of DLE is growing every day. In Europe, we
are still far away from the ideal situation of DLE which
would be “the state of affairs in which all languages
have the technological support and situational context
necessary for them to continue to exist and to prosper
as living languages in the digital age.” (Gaspari et al.,
2021, p. 4). Back in 2012, the META-NET White Pa-
per Series (Rehm and Uszkoreit, 2012) demonstrated
a strong imbalance in terms of technology support for
31 European languages, even though at least the 24 of-
ficial EU Member State languages have the same sta-
tus and rights. Additionally, more than 60 regional
and minority languages (RML) are protected via the

European Charter for Regional or Minority Languages
and the Charter of Fundamental rights of the EU (Arti-
cle 21), which declare the prohibition of discrimination
grounded on language (European Union, 1992; Euro-
pean Union, 2010).
The EU-funded project European Language Equality
(ELE) addresses the challenge how to solve this ex-
isting imbalances. Its main goal is the preparation
of a strategic research, innovation and implementation
agenda and roadmap that specifies the necessary steps
and instruments to achieve DLE in Europe by 2030
(Rehm and Way, 2022). The project covers a total of
89 languages: all 24 official EU languages, 11 official
national languages without an official status in the EU
and 54 regional and minority languages.1

For the preparation of the strategic agenda, the cur-
rent state of each language needs to be determined as
the starting point. In all previous attempts, such as
the META-NET White Paper Series, the role of a lan-
guage’s context on the development (or lack thereof)
of technologies for that language has been neglected.
Accordingly, in this article we focus upon the contex-
tual factors (CF).2 We prepare different configurations
of the metric based on simple classifications of the CFs
to assess which factors can and should be included.
Section 2 provides the theoretical background about
DLE in Europe and the measurement of the context of
languages in the digital world. Section 3 describes the
data collection, preparation and calculation of the met-
ric. Section 4 presents the results and evaluation. Sec-
tion 5 discusses the work and its limitations.

1https://european-language-equality.eu/languages/
2A complementary paper, Gaspari et al. (2022), focuses

on the technological factors.
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2 Background and Related Work
2.1 Digital Language Equality in Europe
Digitisation brings people closer together and increases
contact across national borders. For interaction across
borders to function properly, smooth communication
must be possible. However, communication has so far
been dominated by a few languages with large com-
munities of speakers or economic dominance. This ex-
cludes other language communities and can eventually
lead to the digital extinction of a language. To avoid
this scenario, smaller languages need to be supported,
i. e., DLE must be defined as a societal, political and
also scientific goal to enable languages to live and grow
in the digital world.
Moreover, a multilingual society without proper trans-
lation has consequences. Negative impacts include not
knowing certain information due to a lack of informa-
tion access, no access to digital services in critical do-
mains such as health and e-government, reduced and
hindered participation in political processes and differ-
ences in cross-border shopping behavior (STOA, 2017;
Burchardt et al., 2012; Bali et al., 2019). To avoid these
effects, language barriers must be lowered or fully re-
moved. With more than 80 languages in Europe, LTs
are the only feasible option.
A recent European Parliament (EP) resolution ac-
knowledges multilingualism to be a property of Eu-
ropean diversity. Although it recommends setting
up a “large-scale, long-term coordinated funding pro-
gramme” (European Parliament, 2018) to decrease the
differences between the technological support of Eu-
rope’s languages, an EU policy to challenge language
barriers does not exist yet (Aldabe et al., 2021). Ad-
ditionally, language data, the foundation for the devel-
opment of LTs, is not classified as “high value data”
in the “Directive on open data and the re-use of public
sector information”, which implies that language data
does not provide any benefit to society or economy,
which is the main criterion for the classification (Eu-
ropean Parliament and Council of the European Union,
2019). This creates an obstacle for LT development.
There are also differences in terms of research on dif-
ferent languages. English is better supported through
LTs and is worked upon much more intensively than
other languages in published work (Joshi et al., 2020;
Blasi et al., 2021; Mager et al., 2018). In Europe, there
has been more and more research on languages other
than English in the last 10 to 15 years but the overall
situation still cannot be considered one of equality.
Krauwer (2003) was one of the first calls for action to-
wards the development of LRs/LTs for under-resourced
languages. In the following years, different projects
and initiatives established an important resource and
technology basis for Europe’s languages including,
among others, Euromatrix (EU Publications Office,
2017a), FLaReNet (Soria et al., 2012), ITranslate4 (EU
Publications Office, 2017b) and CLARIN (Hinrichs
and Krauwer, 2014). Additionally, META-NET, an EU

Network of Excellence forging the Multilingual Europe
Technology Alliance, was established with a group
of projects (T4ME, CESAR, METANET4U, META-
NORD) promoting and supporting the development of
LTs for all European languages (Rehm and Uszkor-
eit, 2012; Rehm et al., 2014). The EU-funded project
CRACKER (Cracking the language Barrier, 2015-
2017) continued the work of META-NET, concentrat-
ing on additional strategy development and community
building. The most recent EU projects in this line of ac-
tions are European Language Grid (ELG; Rehm et al.,
2020a; Rehm, 2022) and European Language Equality
(ELE; Rehm and Way, 2022). ELG and ELE collabo-
rate closely, e. g., the DLE metric, developed in ELE,
will be presented in a dedicated dashboard, which will
be available in ELG.
In 2017, the report Language equality in the digital age
was published (STOA, 2017), based on a study con-
ducted by the Scientific Foresight Unit from the Euro-
pean Parliamentary Research Service. This report in-
creased the awareness of the negative impacts of lan-
guage barriers. LTs were proposed to be a possible an-
swer, but, due to less funding and missing awareness,
the danger of digital language extinction still threatens
many European languages. Another problem identified
was the lack of policies for LTs at national and Euro-
pean level (Rehm et al., 2020b). One year later, the
Language Equality in the digital age resolution was
adopted by the EP, which defines multilingualism as
part of our cultural heritage and worthy of protection,
as well as a challenge for an inclusive EU. It calls for
the legal protection of the 60 European RMLs (Euro-
pean Parliament, 2018).

2.2 Measuring a Language’s Context
Recently, research has begun to use data-driven ap-
proaches to establish relationships between the techni-
cal support of a language and non-technological fac-
tors, e. g., by clustering languages according to the
number of available LRs and mentions in scientific
publications. Joshi et al. (2020) show a correlation be-
tween the representation of a language at NLP confer-
ences and the availability of language data. Mentions
of each language in conferences were computed using
Language Occurrence Entropy. Subsequently, a class-
wise Mean Reciprocal Rank calculated the results per
class in the conference proceedings.
Blasi et al. (2021) examine the performance of tech-
nologies for various languages as well as the corre-
lation of technological and non-technological factors.
Leaving technological performance aside, the authors
analyse the correlation between the number of cita-
tions and the covered language diversity in a paper and
between the economic size and number of published
papers. A marginal effect was measured between the
number of citations and number of languages covered
by a paper, i. e., no correlation was detected. Signif-
icantly fewer prediction errors were found when the
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Gross Domestic Product (GDP) was associated with
the number of papers.
Moreover, data sets are also investigated regarding the
correlation between geographical or economic factors
and the origin of the data set calculating the predictive
values for these factors (Faisal et al., 2021).
The AI Vibrancy Tool published with the AI Index
report (Stanford University, 2021) computes a score
that represents the “AI vibrancy” per country includ-
ing TFs and non-technological factors. The factors
covering research and development are based on num-
bers about publications, patents, AI conferences and
available software. Economy is quantified via numbers
about skills, hiring, investment and companies. Inclu-
sion is represented through numbers about women in
AI. The measured factors represent the context of AI
software development (Zhang et al., 2021a). The calcu-
lation consists of the following steps: (1) data normal-
isation using a scalar; (2) calculation of the arithmetic
average per country and indicator; (3) substitution of
the values for each country into the formula3. Weights
are applied to individual scores based on the respective
indicator and the area of the indicator. Finally, for each
factor a relative score between 0 and 100 is calculated
(Stanford University, 2020).
In recent years, first approaches have been made to
measure the technical support of languages. But due to
the lack of data and the high complexity of the matter,
a metric which includes all components is still missing.
Section 3 shows that our DLE metric is based on a sim-
ilar approach as the AI Index meaning it also results in
a score through processing a number of factors and it is
quantitative and solely data-driven.

3 Method
3.1 Data Collection
The preliminary definition of the DLE metric (Gaspari
et al., 2021) included 72 potential contextual factors,
clustered into 12 classes representing different aspects
of the context of a language. Each of the factors had to
be quantified with an indicator to be measurable, which
depended on the presence and accessibility of data for
a fitting indicator to represent the factor. First, different
sources of pan-European data were collected. The se-
lected ones included, among others, EUROSTAT4, the
European Language Monitor5, Ethnologue6 and vari-
ous reports and articles. Second, the data was collected
manually for each indicator.
Overall, 27 of the 72 initial factors were excluded due
to missing data. This affected especially factors from
the classes “research & development & innovation”,
“society” and “policy”. Data about policies is mainly
too broad and represents whether policies exist or not.

3https://aiindex.stanford.edu/vibrancy/
4https://ec.europa.eu/eurostat
5http://www.efnil.org/projects/elm
6https://www.ethnologue.com

The class “society” included factors about diversity be-
ing difficult to quantify. The problem of missing data
in this area was already mentioned in the AI Index re-
port (Zhang et al., 2021b). The factors excluded from
the class “research & development & innovation” cov-
ered mainly figures about the LT research environment,
while broader numbers about the research situation of
the whole country were indeed available. Table 3 in the
Appendix shows all factors from the preliminary defi-
nition (Gaspari et al., 2021), their class and the indica-
tor they were quantified with. Overall, 46 factors7 were
quantified with at least one appropriate indicator, some
with two indicators representing different perspectives
like total numbers and numbers per capita.
The data was collected on 16 of Dec. 2021. Many
sources provide their data as Excel sheets. Some data
was published on websites. The data for 15 indicators
had to be collected manually from reports or articles.
We attempt to update the contextual factors on an an-
nual basis. Based on the work presented in this pa-
per, we assume that this process of updating the metric
takes approximately one or two weeks.

3.2 Data Preparation
The collected data was very heterogeneous: it had dif-
ferent formats, was based on country or language level,
included differing languages or countries and consisted
of three data types. Data preparation took several steps,
including the standardisation of the format of the num-
bers, harmonising the names of the languages (Ham-
marström et al., 2021) and merging the data from dif-
ferent tables. Some sources provided plain text from
which a score had to be extracted. Features mentioned
in the text were quantified with a score and this score
was assigned to countries or language communities. If
the text included more than one feature, the scores were
added up. For a list of the indicators transformed from
plain text and an explanation of the process see Table 4.
Because the metric is intended to process data on a lan-
guage basis, data collected on the country level had to
be converted to the language level. In total, the factors
were quantified with three different types of data, total
numbers, proportional numbers, and scores. Most total
numbers were split proportionally, using the percentage
of speakers of the language per country. The figures
for the percentages were calculated through the popula-
tion size and the number of speakers from Ethnologue.8

Due to some gaps and old records about RMLs, experts
on minority languages from the ELE consortium were
asked to fill the gaps or to provide better data. The
figures for Alsatian, Faroese, Gallo, Icelandic, Mace-
donian and the Saami languages were corrected.
Percentages of languages often taught as a second lan-
guage (English, German, French, Spanish) were only
included if the language had an official status in the
country. For example, the figures for English are based

7The factor “political activity” was added.
8https://european-language-equality.eu/languages/
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on the figures of the UK, Ireland and Malta. In other
European countries, English does not have an official
status, so they were not taken into account. If the lan-
guage was an official national language in at least one
country, only language communities with more than
one percent were included to simplify the mapping.
This calculation was performed for each language com-
munity in each of the European countries covered by
the ELE project.
Total numbers per capita, proportional numbers, and
scores were applied to the language communities with-
out adjustment due to the complexity and additional
time the adaption would have needed. A complex map-
ping would be desirable, as many language communi-
ties deviate from the average. Additionally, the map-
ping through the proportion of the speakers is problem-
atic, too, because the sum of the speaker communities
is not 100% if the country has many bi- or multilingual
speakers. Hence, numbers from such countries were
given several times. Another problem is the missing
inclusion of the political reality regarding the promo-
tion of a language. This refers to figures as to how
many researchers work on the language, which were
also transferred by a percentage mapping. In countries
with a high number of speakers of a language, but less
money or activity being spent on the promotion of the
language, a direct mapping does not fit.
If a language was spoken in more than one country,
total numbers were added up, while proportional num-
bers, scores and total numbers per capita were calcu-
lated through the average. At this point the different
sizes of the language communities were slightly taken
into account, hence, the data values of bigger language
communities were weighted double for the calculation
of the average. A complex inclusion of the size of the
language community would result in more fine-grained
figures and, therefore, probably in different scores.

3.3 Metric Calculation
The data per language community was converted into
scores that indicate if a language has a context with
the possibility to evolve or not. Without the political
will, funding, innovation and economic interest in the
region, the probability to achieve DLE is low. In or-
der for the contextual values to be easy to compare and
memorise, a score between 0 and 1 was assigned to the
languages. Here, 0 represents a context with no po-
tential for the development of LT, while 1 represents
the best potential. To keep the metric as transparent as
possible, it was decided to base the calculation on an
average of the factors. Therefore, the intermediate goal
was to calculate a score between 0 and 1 for each fac-
tor. The language with the lowest value for the respec-
tive factor will be depicted with a 0, the language with
the highest value with a 1. The steps were as follows:

1. Calculation of range: highest value - lowest value;

2. (value−minimum)∗100
range = Percentage weighting of

a language within the range;

3. The result is a relative value: to obtain a score
between 0-1 the result is divided by 100;

4. Apply steps 1-3 for all languages and factors;

5. Calculate average of all factors per language;

6. Weighting of the scores with the three factors
number of speakers, scores based on the language
status and whether the language was an official
language of the EU or not.

The three weighting factors were considered to be rele-
vant for the context to develop LTs due to the influence
of the number of speakers on the investment by large
companies and the legal or EU status on the amount of
funding. The weighting included two steps: 1) the cal-
culation of the average of the overall scores, the scores
for the number of speakers and the legal status and 2)
the addition of 0.07 to the score for each official EU
language. The second step was separated from the av-
erage calculation, because the indicator consisted of
two values, 1 for being and 0 for not being an EU lan-
guage. Average calculation would result in a too strong
boost for the official EU languages. Hence, English had
already a score of around 0.7 and 0.8 without the boost,
smaller values for EU languages would have penalised
English, which would not represent reality.
To create five different versions of the metric, the fac-
tors were classified based on the option to update the
data automatically and the quality of the data (Table 3,
indicators marked with * are automatically updateable
and indicators marked with ** provides data with good
quality). Data quality was chosen to avoid bias in the
outcome of the metric. The possibility to update the
data automatically was selected because it would sim-
plify the implementation of the DLE metric in the form
of an interactive dashboard in the ELG platform.
Based on these criteria, the following configurations of
contextual factors were examined:

1. Factors with available data: 46 factors

2. Factors that can be updated automatically: 34 fac-
tors

3. Factors with good data quality: 26 factors

4. Factors that can be updated automatically and that
have good data quality: 21 factors

5. Factors were manually curated using four crite-
ria: automatically updatable, good data quality,
not more than two factors per class, balance be-
tween data types: 12 factors (Table 1 shows the
factors included in this configuration)

The fewer factors included in the metric, the more
likely it is that an important influencing factor is omit-
ted. However, the risk of distorting the metric with
more data is reduced.
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Table 1: Factors included in Configuration 5
Class Factor

Economy Size of economy
Size of the ICT sector

Education Students in LT/language
Inclusion in education

Industry Companies developing LTs
Law Legal status and legal protection
Online Wikipedia pages
R & D & I Innovation Capacity

Number of papers
Society Size of language community

Usage of social media
Technology Digital connectivity, internet access

3.4 Heuristic Expert Evaluation
The results were validated through a heuristic expert
evaluation, a method developed by the HCI community
to conduct usability analyses. Experts were confronted
with an interface and asked to give their opinion. One
issue of the method is the lack of reproducibility, as dif-
fering opinions between experts produce different re-
sults. However, this allows for independent thoughts
and maximises the likelihood of discovering aspects
not noticed before (Nielsen and Molich, 1990). When
three to four experts evaluate an interface together us-
ing this method, only 25-50% of errors are detected but
with five independent experts between 55 and 90% of
errors can be discovered (Georgsson et al., 2014).
We adapted the method for our purposes. The ex-
perts did not receive an interface but the results of the
five configurations of the metric. The expert panel
consisted of ELE consortium partners. The choice of
the experts were based on their knowledge in the area
of Language Technology, Computational Linguistics,
Linguistics, Computer Science and others. Moreover,
the experts represent different European countries and
know the background of their countries and the lan-
guages spoken in the country well. We reached out to
37 (of the, in total, 52) ELE partners from 33 differ-
ent organisations. The experts were asked to provide
an intuitive assessment of the results regarding the lan-
guages they know, a feedback explaining how and why
they would have expected the results to be and to indi-
cate the most appropriate configuration.

4 Results
4.1 Most Adequate Configuration
The fifth configuration (Figure 1) was evaluated by the
experts as being the one that reflects reality most ad-
equately. The results of the other configurations are
shown in the Appendix (Figures 2). Overall, the re-
sults develop steadily from the first configuration to the
fifth in direction of higher scores for the official EU lan-
guages and lower scores for the regional and minority
languages. From the second to the fifth configuration

the results are similar but differ in the score ratios be-
tween the language groups (1) official EU languages,
(2) national languages but not an official EU language
and (3) regional and minority languages.
Diving deeper into the results of the fifth configuration
(Figure 1), the calculated scores for the 89 languages
with 12 curated factors range between 0.95 and 0. The
distinction of 0.05 between the average of 0.14 and the
median of 0.09 represents a left shift towards the higher
scores. The first third is dominated by the official EU
languages (turquoise) ranging between a score of 0.17
and 0.95, while the RMLs (orange) are presented as a
long tail with low scores between 0.1 and 0. The of-
ficial national languages which are not recognised as
official EU languages (pink) are between the other two
language groups having scores from 0.18 to 0.08. The
proximity of English, German and French and the rela-
tively low score for Spanish are caused by the inclusion
of only European countries in the data.
Generally, the results exhibit a Northwest to Southeast
divide. Usually, the languages spoken in the North-
west of a language group have better scores than the
languages spoken in the Southeast of Europe. This ten-
dency materialises especially in the regional and mi-
nority languages and less in the official EU languages.

4.2 Heuristic Expert Evaluation
From the 37 contacted partners, 18 provided an assess-
ment of the results. The feedback consisted of overall
ratings of the five configurations (Section 4.1) as well
as detailed comments regarding individual languages
the experts have expertise in. As a consequence, most
answers related to official EU languages. RMLs for
which feedback was received are spoken in the UK,
Spain, Italy and the Nordic countries. We received
feedback on 56 of the 89 languages.
In general, using all factors was evaluated as risky due
to the possible distortion of results caused by data with
bad quality. The results of configuration 1 were indeed
considered as being counterintuitive, with high scores
for languages as Emilian, Gallo and Franco-Provencial
which seemed to be motivated by distorted data. The
second configuration was similarly criticised, except
for positive comments on the automatic nature of the
metric. The results are less distorted but evaluated as
worse compared to configurations 3-5. The results of
the third and fourth configuration are similar. Focusing
on quality data improves the results significantly, but
fewer factors eventually imply that relevant important
factors for the context may be missing. However, al-
though the factors were reduced the scores remain sim-
ilar. The fifth configuration was assessed positively re-
garding the transparency of fewer factors and the pos-
sibility to balance the factor classes.
The evaluation of individual languages and their scores
showed an improvement from the first configuration
with the worst results to the fifth configuration with the
best results. Table 2 lists the evaluated languages in
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Figure 1: Results of Configuration 5 (12 manually curated factors)

configuration 5 and their assessment by the experts.
Overall, the results of the fifth configuration were as-
sessed to represent the context of the language com-
munities in the most adequate way, while there is still
room for improvement for a few languages.
Various experts provided suggestions to improve the re-
sults, e. g., with regard to the data and data sources.
First, it was recommended to collect data in national
and regional sources. Additionally, it was pointed out
that the context of languages spoken outside of Europe
is excluded and therefore important and relevant num-
bers are missing. Other suggestions refer to missing
factors, particularly relevant for RMLs is the inclusion
of the vitality status of a language. Another idea was
to replace the official EU status as a weighting factor
with the respective country’s membership in the Eu-
ropean Economic Area (EEA), since countries within
this alliance have access to European research funds
and networks. Moreover, competition between official
national languages, as with Irish and English in Ireland,
was suggested to be an important factor.
There were also suggestions regarding the presentation
of the results. Language communities with complex
political backgrounds are most likely to be biased by a
rather simplistic calculation based on country data and
should be highlighted and presented with the limita-
tions of data-based approaches for such cases. It was
also suggested that languages that do not have a writing
system are special cases for the development of LTs.
A few experts had more global comments regarding
the methodology, which they felt is unable to capture
the complex contexts of certain language communi-
ties such as Maltese, Irish and the Celtic languages,
which scored better than expected. The prosperity of
the UK boosts its relevant RMLs with the country-
specific data, while in reality these RML communities
are strongly dominated by English. The same applies
to Ireland and the Irish language. Another point of crit-
icism was the inclusion of data not applied per capita.
As a result, small language communities, despite rela-
tively good support, cannot achieve a high score. The
size of the language community has an impact on the

economic interest, investment, number of researchers,
etc. for the language, but for some smaller language
communities that have already invested a lot in their
language and infrastructure, the score seems too low.

5 Discussion
The DLE metric for the contextual factors has some
limitations (see Section 3). First, expanding the data set
to include regional or national sources would result in
(i) a higher number of factors, (ii) improved data qual-
ity, as gaps in individual indicators may be filled, (iii)
quantification of more factors with more than one indi-
cator, to reflect different perspectives and (vi) a more
complex mapping to language communities based on
regional data resulting in a significant impact on RML.
Moreover, including the factors suggested by the ex-
perts, such as membership in the EEA or language vi-
tality status, could help improve the results.
Second, the data cleaning procedure can be im-
proved. For the calculation of the Innovation Score-
board (Bielinska-Dusza and Hamerska, 2021), outliers
with values outside twice the standard deviation were
replaced by the respective maxima or minima of the
data series. Data gaps could be filled using data from
previous years and skewed data could be corrected us-
ing a square root transformation. These steps would
most likely affect the results of configurations 1 and 2,
since they use the data with poorer quality.
The mapping of country-specific data to language-
specific data can be improved, e. g., Bromham et al.
(2021) show how a possible regional mapping of data
using the World GeoDatasets9 could be realised. For
large countries with bigger regional or urban-rural di-
vides, a regional mapping would represent reality more
accurately. In particular, the missing mapping of pro-
portional data, scores and total numbers per capita has
a major impact on the results. Here, regional data could
help to calculate the average deviation of individual re-
gions or language communities from other proportional
data and to transfer this deviation to proportional data

9http://worldgeodatasets.com
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Suitable Too high Too low Contrary Opinion

English Irish Norwegian French
Dutch Italian Spanish German
Danish Swedish Portuguese Saami, Northern
Polish Hungarian Czech Latvian
Greek Croatian Romanian
Finnish Maltese Bulgarian
Estonian Faroese Icelandic
Slovene Scottish Gaelic Emilian
Slovak Cornish Sicilian
Lithuanian Manx
Serbian Saami, Southern
Basque Saami, Pite
Catalan Saami, Lule
Galician Saami, Skolt
Asturian Saami, Inari
Aragonese Sardinian
Welsh Romagnol
Griko
Lombard
Ligurian
Venetian
Southern Italian
Friulian
Piemontese
Ladin

25 17 9 4

Table 2: Assessment of the individual languages in configuration 5 by the panel of experts

only found on national level, and similarly for the to-
tal figures per capita. Another improvement would be
to calculate the data merging from the individual lan-
guage communities in different countries depending on
the size of the language community. Currently, the
values of larger language communities were double-
weighted when determining the average of proportional
data, numbers per capita or scores. This simplifica-
tion could be mitigated by including the total number
of speakers per language community in each country.
Sustainability was mentioned several times. Romaine
(2017, p. 49) stressed the importance of an “on-going
monitoring of individual communities” for a reliable
evaluation of the situation regarding language diversity
which was considered in this approach as an important
aspect and taken into account with the inclusion of the
criterion automatic updateability of the factors. One
problem for the future is the relative calculation from
the values to each other. Thus, the scores of all lan-
guages may change if new values are added, even if
the situation of the language community itself has not
changed. To mitigate this, a temporal dimension could
be integrated (Bielinska-Dusza and Hamerska, 2021).
The lowest and highest value of the range for the cal-
culation represent the lowest or the highest value from
the last years, which reduces fluctuations.

Another approach would be to measure the prediction
accuracy of the CFs with regard to the TFs after some
time. In this way, each single factor could be evalu-

ated and unrecognized distortion in the results could be
examined and ruled out in the future.
The results show a need for an improvement regarding
the context for LT development for all languages ex-
cept English, French and German. Despite the lack of
data about non-European countries with English as the
official national language, English achieves the best re-
sults in every configuration. Thus, the dominance of
English in business and science is reflected in the data.
The good results for French and German are grounded
in the size of the countries and their economies. Span-
ish reaches only half the score, even though it has many
more speakers. Some experts criticise this result since
the context of Spanish for LT development should score
higher. As shown by the META-NET White Papers
(Rehm and Uszkoreit, 2012), LT support for Spanish is
similar to German and French. Since the CFs are sup-
posed to show the achievability of DLE and thus give a
‘prediction’ for LT development, the results do not fit.
In the META-NET White Paper comparison of the
technical support of Europe’s languages, the languages
that were assessed as having a better technical support
in 2012 also perform better in the calculation of the
CFs. Always reaching the highest contextual scores,
English, Dutch, French, German, Spanish and Italian
achieved “moderate support” in at least three of the
four LT areas (Rehm and Uszkoreit, 2012). The next
set of languages according to the results of the CFs,
i. e., Polish, Czech, Swedish, Hungarian and Finnish,
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also achieved “moderate support” in at least one area
in 2012. The fact that these languages achieved better
results in 2012 indicates that their context has probably
been better ten years ago than for the remaining lan-
guages. Greek, Croatian and Danish stand out because
these three languages did not reach the “moderate sup-
port” level in any of the four groups in 2012. However,
since the score for Croatian is considered too high by
the experts for all configurations, it can be assumed that
the score is distorted by the data. The context for Greek
and Danish seems to have improved.
Blasi et al. (2021) and Joshi et al. (2020) highlight the
marginal representation in research of languages with a
small language community and a low economic weight.
The results based on an academic context are not devi-
ating from results based on the entire context as pre-
sented in the present paper (Joshi et al., 2020). Addi-
tionally, Blasi et al. (2021) point out the more complex
the technical task, the worse the technical support lan-
guages with a small number of speakers have, i. e., the
size of the language community seems to have an in-
fluence on the technical support. Faisal et al. (2021)
predict the correlation between data sets and the coun-
try of origin with three factors: GDP, size of the lan-
guage community and geographic proximity. Most of
the data sets came from economically prosperous coun-
tries, thus the best predictive value was the GDP. Ad-
ditionally, Blasi et al. (2021) show that the GDP has
a better predictive power regarding the publication of
papers than the number of speakers of a language. Ac-
cording to these results, the GDP has a stronger influ-
ence in academia than the size of the language commu-
nity. However, if language communities have both, a
low GDP and few speakers, special effort and support
are needed to ensure technical support.
According to the Northwest to Southeast divide iden-
tified, it is the context of language communities in the
East and South of Europe that needs to be strengthened
to achieve DLE. In the META-NET White Paper Se-
ries, only three languages spoken in Eastern Europe
achieved “moderate support” once in the four areas.
In comparison, the technical support of nine languages
spoken in the West was rated as “moderate” at least
once. Since no other related studies exist, these results
can only be discussed in a broader context. For ex-
ample, Bargaoanu et al. (2019) identified an East-West
difference in Europe using data on economic and social
development patterns. Although fewer factors were ex-
amined, the same pattern emerges. The difference be-
tween Northwest and Southeast needs to be reduced to
enable all language communities to participate in the
digital society. The results are particularly poor for
small language communities. In order for the EU to
be a truly equal association of countries and language
communities, the differences must be evened out. Oth-
erwise, the impact of language barriers (Section 2.1)
will remain and even reinforce inequalities.
The results of the CFs along with the technologi-

cal scores form the Digital Language Equality metric.
Both scores will be presented in an interactive, web-
based dashboard and will provide information about
the current state of LT support based on the TFs and
about the situation of the language communities re-
garding the further development. Together, TF and
CF scores/results can be used as the basis for strate-
gic recommendations regarding the future development
of languages in the digital world. A language that is
poorly supported technologically and has a bad contex-
tual score is unlikely to exhibit significant improvement
regarding LT support without changing its context. A
language lacking LT support but with a better situa-
tional context could indeed take the next steps towards
DLE in the coming years. Currently well-supported
languages will continue to do well if their good situa-
tional context stays intact, while languages with a good
technological score and a rather low context, are likely
to stagnate technologically.

6 Conclusion
We present a first approach for the calculation of a
score, which is meant to reflect the context of a lan-
guage with respect to the development of LTs. The
DLE metric consists of technological factors represent-
ing the current state of technical support and contextual
factors describing the situation for LT development and
achievability of DLE, especially with regard to the lan-
guages covered by ELE. The scores can also be used to
create initial predictions about the further LT develop-
ment if the context does not change.
Our initial methodological approach exhibits room for
improvement. This applies in particular to the data col-
lection and preparation. The mapping of data from the
country to the language level can be improved, reduc-
ing inherent inaccuracies affecting data from language
communities with few speakers. Another approach
could be the calculation of predictive values for indi-
vidual CFs based on TF scores. This would allow each
individual factor to be tested for its predictive power
regarding LT development.
The results of the five tested configurations show a
clear pattern once they are reduced by the factors that
distort the results due poor data quality. There exists
a greater difference between the scores of the official
EU languages and RMLs, as well as a gradient from
Northwest to Southeast within the groups.
The heuristic expert evaluation has shown that the re-
sults of the fifth configuration correspond most closely
to reality. The scores of some languages, especially
those in a more complicated political environment, do
not yet adequately represent their language commu-
nity’s context. These results can be improved using
the suggestions presented. The result of this initial ap-
proach provides a first starting point from which fur-
ther development regarding aspects as clarity and re-
producibility can be pursued.

20



Acknowledgments
The work presented in this article was co-financed by
the European Union under grant agreement no. LC-
01641480 – 101018166.

7 Bibliographical References
Aldabe, I., Rehm, G., Rigau, G., and Way,

A. (2021). D3.1 Report on existing strate-
gic documents and projects in LT/AI. https://
european-language-equality.eu/wp-content/uploads/
2021/12/ELE Deliverable D3 1 revised .pdf.

Bali, K., Choudhury, M., Sitaram, S., and Seshadri,
V. (2019). ELLORA: Enabling Low Resource Lan-
guages with Technology. In Proceedings of the 1st
International Conference on Language Technologies
for All, pages 160–163, Paris, France. European Lan-
guage Resources Association.

Bargaoanu, A., Buturoiu, R., and Durach, F. (2019).
The East-West Divide in the European Union: A
Development Divide Reframed as a Political One.
In Paul Dobrescu, editor, Development in Turbulent
Times: The Many Faces of Inequality Within Europe,
pages 105–118, Cham. Springer International Pub-
lishing.

Bielinska-Dusza, E. and Hamerska, M. (2021).
Methodology for Calculating the European Innova-
tion Scoreboard - Proposition for Modification. Sus-
tainability, 13(4).

Blasi, D., Anastasopoulos, A., and Neubig, G. (2021).
Systematic Inequalities in Language Technology
Performance across the World’s Languages. https:
//arxiv.org/abs/2110.06733.

Bromham, L., Dinnage, R., Skirgård, H., Ritchie, A.,
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Appendix

Table 3: Initially proposed contextual factors (Gaspari et al., 2021)

Class Factor Indicator

Economy Size of the economy Annual GDP
GDP per capita* **

Size of the LT/NLP market LT market in million Euro
Size of the language service, translating or
interpreting market

Number of organizations from the industry
in the ELG catalogue* **

Size of the IT/ICT sector Perc. of the ICT sector in the GDP* **
ICT service exports in Balance of Pay-
ment* **

Investment instruments into AI/ LT GDE on R&D in relevant areas*
Regional/ national LT market No indicator found
Average socio-economic status Annual net earnings, 1.0 FTE worker* **

Life expectancy at age 60**

Education Higher Education Institutions operating in
the language

No indicator found

Higher education in the language No indicator found
Academic positions in relevant areas Head count of R&D personnel
Academic programmes in relevant areas No indicator found
Literacy Level Literacy rate*
Students in language/LT/NLP curricula Total no. of students in relevant areas* **
Equity in education Proportional tertiary educ. attainment* **
Inclusion in education Percentage of foreigners attaining tertiary

education* **

Funding Funding available for LT research projects No. of projects funded in relevant areas*
Score from the National funding programs

Venture capital available Venture capital amounts in Euro
Public funding for interoperable platforms Number of platforms**

Industry Companies developing LTs No. of enterprises in the field of I & C* **
Start-ups per year Percentage of “Enterprise births”**
Start-ups in LT/ AI Number of AI start ups* **

Law Copyright legislation and regulations No indicator found
Legal status and legal protection Scores out of the legal status* **

Media Subtitled or dubbed visual media outcomes Scores out of language transfer practices*
Scores out of answers about broadcast
practices

Transcribed podcasts Number of entries in the cba*

Online Digital libraries Percentage of contribution to Europeana
Impact of language barriers on e-
commerce

Percentage of population buying cross-
border**

Digital literacy No indicator found
Wikipedia pages Number of articles in Wikipedia* **
Websites exclusively in the language No indicator found
Websites in the language (not exclusively) Perc. of websites in the languages* **
Web pages No indicator
Ranking of websites delivering content 12 selected websites supporting the lan-

guages
Labels and lemmas in knowledge bases Number of lexemes in Wikipedia* **
Language support gaps Language matrix of supported features*
Impact on E-commerce websites T-Index*

Continued on next page
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Table 3 – Continued from previous page

Class Factor Indicator

Policy Presence of strategic plans, agendas, etc. Scores out of a list of the published na-
tional AI strategies
Scores from questionnaire about strategies

Promotion of the LR ecosystem No indicator found
Consideration of bodies for the LR citation No indicator found
Promotion of cooperation No indicator found
Public and community support for resource
production best practices

No indicator found

Policies regarding BLARKs No indicator found
Political activity Scores out of the list of documents

Public admin-
istration

Languages of public institutions No. of constitutions written in the language

Available public services in the language Percentage of a maximum score about dig-
ital public services**
Score for digital public services**

Research & Innovation capacity Innovation Index* **
Development Research groups in LT Number of research organizations
& Innovation Research groups/ companies predomi-

nantly working on the respective language
No indicator found

Research staff involved in LT No indicator found
Suitably qualified Research staff in LT No indicator found
Capacity for talent retention in LT No indicator found
State of play of NLP/AI No indicator found
Scientists working in LT/ on the language Number of researchers in relevant areas*
Researchers whose work benefits from
LRs and LTs

No indicator found

Overall research support staff Head count of research support staff* **
Scientific associations or general scientific
and technology ecosystem

No indicator found

Papers about LT and or the language Number of papers about LT**
Number of papers about the language* **

Society Importance of the language No indicator found
Fully proficient (literate) speakers Number of L1 speakers*
Digital Skills Perc. of individuals with basic digital

skills* **
Size of language community Total number of speakers* **
Population not speaking the official lan-
guage(s)

No indicator found

Official or recognized languages Total no. of languages with official status*
Number of bordering languages

Community languages Number of community languages*
Time resources of the language community No indicator found
Society stakeholders for the language No indicator found
Speakers’ attitudes towards the language Total number of participants wanting to ac-

quire the language
Involvement of indigenous peoples No indicator found
Sensitivity to barriers No indicator found
Usage of Social Media or networks Total number of social media users* **

Percentage of social media users* **

Technology Open-source technologies of LTs No indicator found
Access to computer, smartphone etc. Perc. of households with a computer* **
Digital connectivity and Internet access Perc. of households with broadband* **

Indicator marked * is automatically updateable – Indicator marked ** provides data with good quality
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Table 4: Conversion from plain text to scores

Factor Merging of scores Conversion from Text to Scores

Public funding avail-
able for LTs

Adding up of the
scores for each coun-
try

1 for regional funding
1 for national funding
1 for intranational funding
1 each for ESIF, EUREKA, EUROSTAT

Legal status and legal
protection

Adding up of the
scores per language

10 for statutory national language
10 for de facto national working language
2 for statutory provincial language
2 for statutory provincial working language
1 for recognized language

Publicly available
media outcomes

Sum of two scores:
one for language
transfer practices for
films screened, one
for tv broadcasts

2 for dub
1.5 for voice over
1.5 for sub and dub
1 for sub

Sum of the scores
+ division through
number of answers

Broadcast in original language: 5 for mostly/ always, 2.5
for sometimes
. . . with dubbing: 4 for mostly/ always, 2 for sometimes
. . . in original language with voice-over: 3 for mostly/ al-
ways, 1.5 for sometimes
. . . with subtitles: 1 for mostly/ always, 0.5 for sometimes
Dual-channel audio: 2 for mostly/ always, 1 for somet.

Presence of local,
regional or national
strategic plans

One of the score per
country

1 for no plan/ strategy
2 for a plan without mentioning LT
3 for a plan mentioning LT
4 for a plan mentioning LT, minority, regional languages

Political activity Adding up of the
scores per country

1 score for each document (mentioning LT)
2 for each document exclusively about LT
1 for a document covering a specific language
2 for each document published 2020/2021
1 for each document published 2019/2018
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Results of the Metric with Factors having a good Data Quality

= official EU language
= official na�onal language without being an official EU language
= regional or minority language

Results of Configuration 3 (26 factors with good data quality)
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Figure 2: Results of Configurations 1 to 4
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Abstract 
The European Language Equality (ELE) project develops a strategic research, innovation and implementation agenda (SRIA) and a 
roadmap for achieving full digital language equality in Europe by 2030. Key component of the SRIA development is an accurate 
estimation of the current standing of languages with respect to their technological readiness. In this paper we present the empirical basis 
on which such estimation is grounded, its starting point and in particular the automatic and collaborative methods used for extending it. 
We focus on the collaborative expert activities, the challenges posed, and the solutions adopted. We also briefly present the dashboard 
application developed for querying and visualising the empirical data as well as monitoring and comparing the evolution of technological 
support within and across languages.   
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1. Introduction 

With a large and all-encompassing consortium consisting 
of 52 partners covering all European countries, research 
and industry and all major pan-European initiatives, the 
European Language Equality (ELE)1 project develops a 
strategic research, innovation and implementation agenda 
(SRIA) as well as a roadmap for achieving full digital 
language equality in Europe by 2030. Key component of 
the SRIA development process is an as accurate as possible 
estimation of the current standing of languages spoken in 
Europe with respect to their technological readiness. In 
turn, such estimation presupposes the existence of the 
necessary data, resources and services that underlie and 
reflect onto technological readiness. 
The META-NET White Papers series (Rehm and 
Uszkoreit, 2012) reported, back in 2012, that more than 21 
European languages were in danger of digital extinction. 
Despite the vast improvements in language technology 
(LT) performance in the last couple of years, technology 
support for Europe’s languages is still characterised by a 
stark imbalance. While many resources and technologies 
exist for English and some of the most widely spoken 
European languages, the majority of other languages still 
suffer from lack of technology support, as attested in the 
Language Reports series initiated by the ELE2 (Giagkou et 
al., 2022). Digital Language Equality (DLE), as conceived 
in the ELE project, is defined as "the state of affairs in 
which all languages have the technological support and 
situational context necessary for them to continue to exist 
and to prosper as living languages in the digital age" 
(Gaspari et al., 2021). The Digital Language Equality 
(DLE) Metric (Gaspari et al., 2021, Gaspari et al., 2022) is 
a measure that reflects the digital readiness of a language 
and its contribution to the state of technology-enabled 
multilingualism, tracking its progress towards the goal of 
DLE. The DLE Metric is computed for each language on 
the basis of various factors, grouped into technological 

                                                           
1 https://european-language-equality.eu/  
2 Τhe research partners have prepared updates of the META-NET 
White Papers  (Rehm and Uszkoreit, 2012) available at 
https://european-language-equality.eu/deliverables/ including the 
results of the survey. 

support (technological factors, e.g., count of the available 
language resources, tools and technologies) and a range of 
situational context factors (e.g., societal, economic, 
educational, industrial factors)3. 
In close collaboration with its sister project, the European 
Language Grid (ELG)4 (Rehm et al., 2020; Rehm et al., 
2021), ELE makes use of the ELG platform functionalities 
and catalogue contents as the empirical base for calculating 
the technological factors of the DLE metric. This decision 
is based on the fact that the ELG catalogue is Europe's most 
comprehensive registry of language resources and 
tools/services. Despite its comprehensiveness, the ELG 
catalogue is not exhaustive; language resources are 
produced at a much higher rate than ever before due to the 
dominant data driven methods in language technology 
research and development. In addition, a number of 
initiatives in Europe, domain specific and general, are 
engaged in data and service registration activities. 
Therefore, the decision has been made that the ELG 
platform and its catalogue are further enriched by two 
separate procedures: (a) harvesting existing catalogues of 
major infrastructures and initiatives in Europe (e.g., 
CLARIN, ELRC, Zenodo), and (b) by an unprecedented 
collaborative metadata collection procedure undertaken by 
language experts covering over 70 languages, i.e., all the 
EU official languages as well as a great number of Europe’s 
regional and minority languages and dialects5.   
All metadata resulting from these enrichment activities are 
not only available through the ELG catalogue, but they are 
also queryable through a dashboard. The ELE dashboard 
allows to interactively visualise the indicators of the level 
of LT support for the languages covered by the project, 
providing a detailed, empirical and dynamic map of 
technology support for European languages and dialects. 
This paper discusses the processes used for extending the 
coverage of the ELG catalogue, the challenges posed, and 
the solutions adopted. Section 2 briefly presents the 
contents of the ELG catalogue and the automatic processes 

3 For the full list of the factors, see Gaspari et al. (2022). 
4 https://www.european-language-grid.eu/  
5 https://european-language-equality.eu/languages/ 
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that were put in place in order to enrich the catalogue’s 
coverage mainly through harvesting protocols and API-
based access to catalogues of major European 
infrastructures, platforms, and initiatives. Section 3 
elaborates on the collaborative metadata collection process 
initiated by ELE and Section 4 briefly sketches a relaxed 
version of the ELG metadata schema6 (Labropoulou et al. 
2020) to accommodate input from lighter schemata. In 
Section 5, we briefly present the ELE dashboard, and 
conclude with some general observations and plans for the 
future.  

2. ELG catalogue and automatic 
enrichment procedures 

The European Language Grid tries to tackle the observed 
fragmentation in the European Language Technology 
landscape (Soria et al. 2012) by bringing together 
Language Resources and Technologies (LRTs) and to 
support and boost the LT sector and LT activities in Europe 
through multiple multilevel services. ELG already provides 
a scalable cloud-based platform7 through which developers 
and providers of LRTs can not only deposit and upload 
them into the ELG, but also deploy them through the grid 
platform. ELG offers access already to thousands of 
commercial and non-commercial LTs and ancillary 
Language Resources (LRs) for all European languages and 
more; these include processing and generation services, 
tools, applications for written and spoken language, as well 
as corpora, different types of lexical resources, language 
models and computational grammars, etc.  
For the further population of the catalogue of its platform, 
ELG has built bridges to existing initiatives and reaches 
agreements for harvesting and importing information (aka 
metadata) and resources from other infrastructures, 
platforms and repositories under mutually agreed 
conditions and attribution of the source.  
Currently, ELG has implemented a client compliant with 
the Open Archives Initiative Protocol for Metadata 
Harvesting8 (OAI-PMH) (Lagoze et al. 2012) that supports 
harvesting from other repositories which expose their 
metadata via an ELG-compatible OAI-PMH endpoint.  
OAI-PMH is used for harvesting LINDAT/CLARIAH-
CZ9, i.e., the Czech CLARIN national node, as well as the 
Polish (CLARIN-PL10) and Slovene (CLARIN-SI11) 
CLARIN nodes, given that they use the same repository 
software as LINDAT. Such harvesting procedure benefits 
from the fact that the ELG metadata model (Labropoulou 
et al., 2020) builds on the META-SHARE metadata model 
(Gavrilidou et al., 2012), while the LINDAT DSpace 
software supports the export of metadata in the META-
SHARE minimal schema.  
The same harvesting approach is followed for the 
harvesting of metadata records from the ELRC-SHARE 
repository12, which is used for the storage of and access to 

                                                           
6 https://gitlab.com/european-language-grid/platform/ELG-
SHARE-schema  
7 https://live.european-language-grid.eu/  
8 https://www.openarchives.org/pmh/  
9 https://lindat.mff.cuni.cz/  
10 https://clarin-pl.eu/dspace/  
11 https://www.clarin.si/repository/xmlui/?locale-attribute=en  
12 https://www.elrc-share.eu/  
13 https://lr-coordination.eu/  
14 https://language-tools.ec.europa.eu/  

language resources collected through the European 
Language Resource Coordination13 initiative (Lösch et al., 
2018) and considered useful for feeding the CEF 
Automated Translation (CEF.AT) platform14. The ELRC-
SHARE repository (Piperidis et al., 2018) uses a metadata 
schema based on the META-SHARE schema tuned to text 
resources for Machine Translation purposes.  
A different procedure (Figure 1) has been implemented for 
Hugging Face15 (Wolf et al., 2019), which includes a large 
collection of Machine Learning (ML) models and datasets 
that can be used for training models, with a focus on 
transformers. Hugging Face exposes two distinct APIs with 
JSON files for datasets and models respectively, including 
a subset of the metadata elements displayed on their 
catalogue. However, not all records have values for all of 
the elements. Since importing into ELG presupposes that at 
least the mandatory elements of the minimal version are 
filled in, the conversion and import of records from 
Hugging Face into ELG has so far been restricted to 
datasets with at least the description, language and licence 
elements filled in, as these are deemed the minimum 
threshold for findability and usability purposes in ELG. A 
conversion process has been set up based on the mapping 
of the elements and controlled vocabularies values. Further 
enrichment of the resulting records has been performed for 
specific elements, notably the licencing information, while, 
where required, default values have been used for 
mandatory elements whose values could not be inferred 
from the original metadata records (e.g., all datasets have 
been assigned the "text" value for "media type"). Records 
for which the above processes did not render the mandatory 

elements were discarded.   

 
 
General repositories like Zenodo16 pose different 
challenges, the main one being as precise as possible 
filtering of the candidate records. Zenodo exposes metadata 
records in two channels: through a REST API17, which 
outputs records as JSON files, and an OAI-PMH API18 in a 
set of standard metadata formats, namely DC19 
(International Organization for Standardization 2017), 
DataCite20 (DataCite Metadata Working Group 2021), 

15 https://huggingface.co/  
16 https://zenodo.org/  
17 https://developers.zenodo.org/#rest-api  
18 https://developers.zenodo.org/#oai-pmh  
19 https://www.dublincore.org/specifications/dublin-core/dcmi-
terms/  
20 https://schema.datacite.org/  

Figure 1: Workflow for the import of Hugging Face 

metadata records into ELG 
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MARC2121 (Library of Congress 1999) and DCAT22  
(Albertoni et al. 2020). With regard to import, the preferred 
solution is the OAI-PMH protocol, which is rate limited, 
hence not appropriate for big amounts of metadata records. 
We have, therefore, resorted to a combined solution: we 
have downloaded the automatically generated full dump of 
2,060,674 metadata records included in Zenodo until 
31/08/2021. For records added to Zenodo after this date, we 
are incrementally harvesting from the OAI-PMH endpoint, 
adding 147,621 records during a four-month period. From 
the resulting 2,208,295 metadata records available until 
31/12/2021, 592,509 entries of type "dataset" and 
"software" were filtered; we are experimenting with high-
precision filtering methods on these to identify records of 
interest for LT purposes.  The conversion of the metadata 
records is based on the DCAT metadata schema, the richest 
among the ones exposed by Zenodo, while certain 
relaxations of the ELG schema proved necessary to take 
into account the DCAT features (see Section 4). Figure 2 
depicts the workflow for metadata records downloaded 
from the OAI-PMH server. 
 

At the time of writing, the ELG catalogue includes 977 
metadata records harvested from the CLARIN nodes, and 
1,299 records from ELRC-SHARE. In addition, 385 
records for datasets have been imported from Hugging 
Face, while the conversion for models is ongoing, as is the 
import from Zenodo.  

3. Collaborative ELE metadata collection  

With the ELG Catalogue as basis and point of departure, 
ELE initiated a large-scale metadata collection activity in 
order to create an as representative as possible base on 
which the technological readiness of languages spoken in 
Europe would be estimated. At least 40 different 
organisations23, ELE consortium members and other 
collaborators of the partners' networks, acted as language 
expert informants for one of the official, co-official, 
regional, minority and community European languages. 
They investigated, discovered, and appropriately 
documented LRTs that contribute to a language’s level of 
technological support. These include LT tools and services, 
as well as language resources that can be used for the 
development of LT, i.e., corpora and datasets, language 
descriptions (language models and computational 
grammars), and lexical/conceptual resources.  Given the 
availability of the respective information, the language 
informants additionally recorded the research or industrial 

                                                           
21 https://www.loc.gov/marc/bibliographic/  
22 https://www.w3.org/TR/vocab-dcat-2/  
23 https://european-language-equality.eu/languages/  

providers of LRTs and the project(s) in the framework of 
which the LRTs have been developed.   

3.1 ELE metadata collection instruments 

The ELE partners were asked to only document resources 
that were not already included in the ELG catalogue and 
were thus provided with a list of its contents at the time of 
conducting the metadata collection.  
They were given the option to describe the resources they 
discovered using the metadata editor which is available in 
the ELG platform, and/or an online form24, and/or a 
spreadsheet which was automatically populated by the 
responses to the online form and accessible for direct 
manual editing and bulk import of records. 
The online form (and linked spreadsheet) was appropriately 
configured to render a very simplified version of the ELG 
metadata schema. By adhering to and utilising the ELG 
schema, interoperability with the ELG platform was 
guaranteed, thus allowing for the aggregation and ingestion 
of the LRTs documented by the ELE partners into ELG in 
an as automated as possible manner. On the other hand, 
having set as a priority the documentation of as many LRTs 
as possible over a detailed documentation for each of them, 
and in order to respond to the variety of sources from which 
the ELE informants would discover relevant information, 
only a subset of the ELG metadata categories have been 
included in the ELE online form. These were carefully 
selected to elicit sufficient information for the ELE 
purposes. 
The online form contained the following metadata 
categories (elements marked with an asterisk were 
mandatory): 

 identification: resource type*, resource name*, 
resource short name, landing page*, description*, 
publication year, resource provider (organisation 
name) 

 contact data: name & homepage of source, contact 
email 

 classification: keyword, domain 
 funding information: funding project & funding 

type 
 usage information: licence, access rights 
 technical information for data resources: 

subclass*, language* and, where applicable, 
geographical variety, multilinguality type, media 
type*, size; in addition, for annotated corpora, 
annotation type, and, for lexical/conceptual 
resources, encoding level 

 technical information for tools/services: 
function*, Technological Readiness Level (TRL), 
whether they are language independent*, and if 
not, the language and, where applicable, 
geographical variety of the input resource, media 
type of the input resource, and, optionally, 
language, geographical variety and media type of 
the output resource. 

Recommended controlled vocabularies, in the form of lists 
of values from which users could select a value, were used 
where possible (e.g., for language), yet informants could 
also add free text values.  Depending on the element, 
adding multiple values was possible (e.g., for domains, 

24 The online form template is available at 

https://forms.gle/WjJZ1CZqXDPQjPHA8  

Figure 2: Workflow for the import of the Zenodo 

metadata records into ELG 
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languages, keywords, etc.) Mandatory elements were 
marked as such with validation imposed. 

3.2 Curation process 

This systematic collection resulted in 6,790 new metadata 
records created by the ELE language experts. Before 
being imported to the ELG database, these records were 
curated (Figure 3). The curation process concerned (semi-) 
automatic and manual processing of the records with the 
aim to ensure that they adhere to the "relaxed" version of 
the ELG metadata schema (Section 4) and that they can be 
imported in the catalogue, as well as to harmonise values 
and thus enhance their discoverability and contribute to 
more reliable statistics. 

3.2.1 Deduplication 

Duplicate records were identified first by checking the 
resource name, and then by inspecting those that had the 
same resource short name and landing page. We thus 
identified duplicates that had different names (e.g. "Corpus 
Web Salud Español" - "Spanish Biomedical Crawled 
Corpus", "Comprehensive Estonian-French Dictionary" - 
"Grand dictionnaire estonien-français"). Some records 
were identified as duplicates of existing ELG records while 
others were duplicates of other ELE informants' 
contributions. When the duplicate records contained 
different or contradicting values, e.g., different functions, 
licences, etc. the source was consulted, and the record was 
manually corrected.  

3.2.2 Completion of mandatory metadata 

The ELG metadata schema includes a set of mandatory 
elements deemed important for the documentation of 
LRTs, e.g., resource name, description, language and 
media type. Missing values in mandatory metadata result in 
invalid records and failure of import to the database. To 
minimise loss of data due to missing mandatory values, we 
resorted to a combination of solutions: 

 We used heuristics to add the missing values, 
where possible. For instance, using the size unit 
values, keywords and/or hints in the description or 
resource name we automatically inferred and 
assigned the media type value; e.g., "text" was 
selected for records with size unit values such as 
articles, translation units, texts, etc., or containing 
the terms "web corpus", "Wikipedia", etc. in the 
description or in the resource name. 

 If no value could be automatically assigned, we 
consulted the source and manually filled in the 
missing values, where possible. 

                                                           
25 http://w3id.org/meta-share/omtd-share/  

 For remaining records, when the data type of the 
element permitted this, we used the value 
"unspecified". 

3.2.3 Harmonisation and mapping of metadata 
values 

The ELG schema adopts controlled vocabularies for the 
value space of specific metadata elements (e.g., media type, 
language, service function, annotation type, size unit, etc.). 
For some of them (e.g., service function), free text values 
added by users are also allowed.  
During the curation, where possible and appropriate, the 
free text values added by ELE informants were semi-
automatically mapped to values of the controlled 
vocabularies or aggregated under the same value. For 
instance, values such as "speech synthesis", "speech 
synthesizer", "text to speech", "TtS" for the service 
function element were all mapped to "Speech synthesis". 
For certain elements (e.g., for "domain"), broader terms 
were also added, to improve findability. For instance, 
records with the domain values "travel", "transport" 
"geography", "hotel" were assigned also the value 
"Geography, Travel & Tourism".  
In addition, in the case of closed controlled vocabularies, 
i.e., vocabularies that do not allow the use of free text 
values, unmappable values left as is would result in invalid 
metadata records. Therefore, for specific elements deemed 
important for the adequate representation of resources, we 
manually inspected the description of the records and/or 
source in order to select the appropriate value. This is the 
case, for instance, of the element "subclass" used to 
distinguish models from computational grammars, as well 
as of "language", which is discussed in Section 3.2.4.  
Moreover, in a first attempt to narrow down the wide range 
of size units used, for text corpora that specified size in 
sentences, an additional size in words was computed based 
on the calculation of average sentence length in words, per 
language, in the Universal Dependency Treebank. 
Finally, despite the harmonization of service function 
values, the list was deemed too long for eliciting 
meaningful statistical observations. For ELE purposes, a 
set of six higher-order concepts were put forward: "Text 
Processing", "Speech Processing", "Translation 
Technologies", "Image/Video Processing", "Human 
Computer Interaction", "Natural Language Generation", 
"Information Extraction and Information Retrieval", 
"Support operation" and "Other". Given the fact that the 
values of the metadata element "service function" are from 
the OMTD-SHARE ontology25 (Labropoulou et al., 2018), 
and most specifically the "Function" class, the grouping of 
the values has been made at the ontology side, and thus 
used for all tools and services included in the ELG 
catalogue. Some of the group values were already included 
in the ontology, but the classification of the functions could 
not serve ELE purposes as is. We thus decided to represent 
the groups as SKOS Collections and not interfere with the 
existing hierarchy. 

3.2.4 Treatment of language values 

Language occupies a central place among the 
documentation elements for language resources and tools. 
Its standardisation is therefore important while its value 
space must cater for the representation of language 

Figure 3: Workflow for the import of the ELE survey 

results into ELG 
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varieties, regional variants, idiolects, time delimited 
language forms, etc. The ELG schema has adopted the RFC 
recommendation26 (Phillips and Davis, 2009), which 
combines the ISO 639 vocabulary27 (International 
Organization for Standardization, 2007) with additional 
subtags for region, script and variants. Yet there are still 
language varieties not covered by even the ISO 639-3 part28 
(the most extensive part of the ISO 639 standard). For this 
reason, we use two additional elements, namely the 
element "glottolog code" which takes values from the 
Glottolog vocabulary29 (Hammarström et al., 2021) and the 
"language variety" element, which takes free text values. 
These elements are used alongside the language subtag in 
the following way:  

 When there's an equivalence link between the ISO 
value and the Glottolog code, both are added at the 
respective elements and the language name 
displayed on the ELG catalogue is that of the 
official name from the ISO list; this has the benefit 
that we can exploit alternative names from the 
linked data contained in Glottolog for the 
enhancement of search functionalities. 

 If a language variety (e.g., "Abenaki") is not 
included in the ISO list, the value "mis" (uncoded 
languages) is used for the ISO value element, the 
Glottolog code is added and the language name 
displayed on the ELG catalogue is derived from 
Glottolog, thus serving as an additional 
standardization measure. 

 If a language variety is not included in either of 
the two (e.g., "Valbonnais dialect"), the respective 
language name is added to the "language variety" 
element. 

For the ELE web form, we decided to ask informants to 
document only the language(s) and optionally the 
country/region subtags of the LRTs, where appropriate and 
necessary. For instance, if they needed to document a 
resource containing Austrian German, they could indicate 
"German" as the language value and "Austria" as the 
geographical variety value. For the "language" element we 
added as valid values the set of names of the European 
languages targeted by the project, and also allowed for user 
added values, so that they could add languages from other 
countries and language varieties.  
The output records included many free text values, even for 
cases included in the pre-filled values (e.g., alternative 
values such as "Greek", "Modern Greek", "el", "ell", values 
from different parts of the ISO 639 vocabulary, typos, etc.). 
Unique language values were extracted from the list and 
mapped to the controlled vocabularies according to the 
policy described above. To do so, we went through a series 
of repeated rounds of automatic checks, based on exact and 
similar match to the language identifiers and names from 
the ISO 639 and Glottolog vocabularies, and manual 
inspection and corrections30.  
The "language geographical variety" values were also 
harmonized and mapped to the ISO 3166 country codes31 

                                                           
26 https://datatracker.ietf.org/doc/html/rfc5646  
27 https://www.iso.org/iso-639-language-codes.html  
28 https://iso639-3.sil.org/  
29 https://glottolog.org/  
30 From the initial 1,147 unique language values contained in the 

spreadsheet, only 937 were matched with languages in the ISO 

when possible. For regions without an ISO code (e.g., 
"Lower Saxony"), a value was filled in at the "language 
variety" element (e.g., "Variety in Lower Saxony").  

3.2.5 Treatment of licensing information 

Licensing information is critical for the (re-)usability of 
any resource and thus required in the ELG schema. For the 
ELE survey, anticipating that the licence value might be 
difficult to fill in, the web form included the "licence" 
element with a list of the most popular standard licences 
and an option for adding free text, as well as the "access 
rights" element with a choice between three values, namely 
"Licensed without a fee for all uses", "Licensed without a 
fee for specific uses" and "Licensed with a fee". Informants 
were asked to fill in at least the "access rights", which is 
required in the "relaxed" version of the schema (see Section 
4); for standard licences, the mapping to the "access rights" 
would be provided by the ELG/ELE core team. 
However, both elements were filled in with diverging 
values that needed to be harmonised and mapped in the 
follow up curation process. Specifically: 

 Use of alternative values for the same licence 
(e.g., "CC-BY-4.0", "Creative commons 
attribution 4", etc.) 

 Reference to a licence with multiple versions, 
without any indication of the specific version 
(e.g., "Creative commons attribution"). 

 Reference to a non-standard licence by name and 
no further information on the licensing terms or a 
hyperlink to the licence text  

 Use of a free text value for licence and/or access 
rights besides the ELE recommended ones, such 
as "free for academic use", "available for 
research", "Copyright 2012", "not currently 
accessible to the public", etc. 

 Total absence of a value for both elements. 
Overall more than 300 values in these two elements could 
not be matched to known licences. Through semi-
automatic and manual checks, often through searches for 
the specific licences, we have curated both elements, 
keeping the "licence" element as originally conceived in 
ELG (i.e., with a name and URL) and extending the notion 
of "access rights" to allow for any free text value. Thus, 
"licence" was used only when a URL with the licensing 
terms was found and alternative names were all mapped to 
a single value; if available, the name as it appears in the 
SPDX list of licences32 was selected. Licences with an 
unspecified version were harmonized (e.g., "Creative 
Commons Attribution") and added as "access rights" 
values.   Records with no licence and no access rights were 
added with the value "unspecified" for the access rights. 
An additional element, namely "condition of use", is used 
for the representation of licensing information. This 
element takes values from a subset of popular conditions of 
use associated with licences (e.g., no derivatives, non-
commercial use, etc.) and is deemed important for 
findability purposes. It was additionally deemed necessary 
for the calculation of the technological part of the DLE 

639 set at the first step. For all remaining values, a semi-automatic 

curation was required, resulting in 1,263 unique values. 
31 https://www.iso.org/iso-3166-country-codes.html  
32 https://spdx.org/licenses/  
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metric, as it provided a higher-level representation and 
approximation of the "openness" scale of language 
resources. The appropriate "conditions of use" values are 
assigned to standard licences by the ELG legal team, or, in 
the case of non-standard licences, by the metadata creators 
when they describe a resource. The "access rights" values 
added through the ELE metadata collection have also been 
mapped to the same values supporting queries about 
resource accessibility in the DLE dashboard (Section 5). 
 

3.3 Metadata conversion and ingestion  

During metadata curation and processing, approximately 
400 records of the initial 6,790 records have been 
discarded, mainly because of duplicates or incomplete 
mandatory metadata that could not be recovered. 
The remaining records were automatically converted into 
ELG-compliant metadata records.  As a result, 6,362 
records have been imported into ELG, consisting of 2,215 
metadata records describing LT tools/services and 4,147 
records describing data resources, i.e., corpora, 
lexical/conceptual resources and language descriptions 
(grammars or language models). They cover all the 
languages addressed by the ELE language reports series 
(Giagkou et al., 2022), i.e., the 24 official EU languages 
plus some other (co)official languages at the national or 
regional level (Norwegian, Icelandic, Serbian, Bosnian, 
Basque, Catalan and Galician), as well as the additional 
languages and dialects targeted by the ELE project. 
All the metadata records are marked in the ELG catalogue 
as "for information", indicating that they include only a 
limited set of metadata elements, and they can be "claimed" 
for further enrichment by their owners, following the 
respective ELG policies and operations. Dissemination 
activities have been undertaken to inform persons 
designated as contact points for these resources as well as 
the broader community members about the ELE metadata 
collection results and their import into ELG. 

3.4 Organisations and projects 

Although the ELE survey focused on LRTs, the 
information collected was also used for the enrichment of 
the ELG inventory of organizations and projects, which are 
then automatically linked with their related LRTs in the 
ELG Catalogue.  
More specifically, the element "resource provider" contains 
companies, academic institutions, public institutions, etc. 
that are active in the LT domain. After a round of cleanup 
(e.g., person and project names were included among the 
values) and harmonization (e.g., for alternative names and 
typos), these were imported and they are published in the 
catalogue.  
A similar process of curation is ongoing for the publication 
of the funding projects. This process seeks to add missing 
mandatory values and assign the mixture of values that 
were filled in for "project name" to the appropriate 
metadata elements; indicatively, this was filled in with 
project names in various languages, identifiers, grant award 
numbers, funder names, funding programmes, etc.  

4. Metadata schema adaptations 

Achieving metadata interoperability across repositories is a 
challenging task due to the diversity and granularity of 
schemas used by different communities, intended purposes, 
types of resources described, etc. and various methods are 

utilized to address it (Alemu et al. 2012, Chan & Zeng 
2006, Broeder et al. 2019, McCrae et al. 2015, Zeng & 
Chan 2006). The approach presented in this paper is based 
on the mapping of the source schemas into the target (ELG) 
schema, as well as on the enrichment of the source records 
with information required when this is possible without 
misconceptions and inconsistencies. Yet, this does not 
suffice for automatically aggregating records from the 
sources presented above. 
More specifically, to be imported into the ELG platform, 
metadata records must comply with the minimal version of 
the ELG schema, i.e., the values must respect the 
designated data type of the elements and at least some 
mandatory metadata elements must be filled in. However, 
for metadata records automatically imported from other 
catalogues and repositories, as well as in sizable 
collaborative initiatives, such as the metadata collection 
undertaken by the ELE experts, the demand for filling in 
even the minimal version was considered challenging. The 
modifications required to accommodate such a 
collaborative population scenario resulted in the "relaxed" 
version, which can only be used in such cases.  
The "relaxed" version of the ELG metadata schema aims to 
accommodate "mismatches" between the ELG schema and 
schemas with lighter information requirements. The main 
features characterising this version are the introduction of 
alternative elements for mandatory metadata elements that 
may be missing from the source records or elements that 
have different data types.  
The first case refers to two elements that are deemed 
important for ELG purposes:  "media type" and "licence".  

 The "media type part" element is crucial for ELG 
purposes, as it is used for attaching important 
metadata properties, such as language, format, 
size, etc. Therefore, even in cases where these 
elements are included in the source records, they 
cannot be imported into ELG if the "media type 
part" value is missing. For these cases, the value 
"unspecified media part" can be used.  

 Licence is crucial for re-usability purposes; for a 
licence, both a name and a URL hyperlink to the 
legal document with the terms and conditions are 
required. However, in many cases, such as legacy 
resources, or records in catalogues allowing free 
text as licence value, these two elements cannot be 
determined. Therefore, the "access rights" element 
that takes a free text value may be filled in as an 
alternative to "licence", specifying the rights of 
access and use at a higher level of abstraction. 

The second case refers to metadata properties, such as size, 
which in the ELG schema are represented as a combination 
of two elements – "amount" and "sizeUnit"– while in other 
schemas and catalogues a single free text element is used. 
In this case, a new element that takes free text as a value 
(e.g., "sizeText") has been added in the schema as an 
alternative to the combination.  

5. ELE dashboard 

To provide a mechanism for exposing and monitoring the 
technological (TFs) and contextual factors (CFs) that 
contribute to the DLE metric (Gaspari et al., 2022), we 
designed and implemented an interactive dashboard as part 
of the ELG platform. The dashboard exposes the TFs 
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(based on the contents of the ELG catalogue) and the CFs 
as interactive visuals dynamically created by user queries. 
With regard to the TFs, as the ELG catalogue organically 
grows over time, the resulting DLE Metric scores will be 
updated for all European languages, thereby providing an 
up-to-date and consistent measurement of the level of LT 
support and provision that each of them enjoys, also 
showing where the status is less than ideal or not at the 
expected level. Similarly, the situational indicators that are 
reflected by the CFs will be updated for the relevant 
languages on up-to-date data, as it becomes available from 
the selected sources. 
The user interface of the ELE dashboard, which can be 
accessed through the ELG platform33, consists of three 
entry points (sections). The first section displays the bar 
graphs of the DLE metrics for CFs and TFs for the 
languages selected by the user (see for instance Figure 4 in 
the Appendix). In the other two sections users can dive into 
a more detailed comparison of a subset of the TFs across 
languages and within a language respectively. The 
comparison can be made on datasets vs. software resources 
and, by selecting one of the two, for a number of features 
characteristic of the corresponding resource class. For 
datasets, these are the resource subclass, the linguality type, 
the media type and the access rights. For software, the 
available query criteria are: service function groups, input 
and output media types and access rights.  
Architecturally, the ELE dashboard consists of two layers. 
The ELG database provides the source data to be exposed, 
in particular the source data for the technological factors 
that contribute to DLE. The ELG database contents are 
indexed and saved in appropriate JSON structures. Each 
user query retrieves the respective results from JSON and 
exposes them to the front end. The calculated scores pre 
language for the contextual part of the DLE metric are 
stored in a separate file and exposed to the respective tab of 
the dashboard front end. 
All results are visualised as graphs. For the front end 
implementation, the react-chartjs-234 library for charts and 
the chartjs-plugin-zoom35 library for additional features 
like pan and zoom options on a chart have been selected.  

6. Conclusions and future plans 

In this paper we have presented the methods used to 
construct the empirical basis on which the technological 
readiness of languages spoken in Europe can be estimated. 
With the catalogue of the ELG Platform as point of 
departure, we have presented the automatic and 
collaborative language expert-based enrichment activities, 
so that the empirical basis is as representative as possible. 
We have also discussed the challenges emerging when such 
large-scale metadata aggregation activities are undertaken 
as well as the techniques used to mitigate them. While it is 
becoming clear that the language resources and 
technologies community is gradually converging to 
common metadata-based documentation practices, such 
that this work has been possible in the end, technical and 
semantic interoperability issues still remain and further 
standardisation will only make such aggregation activities 
more robust, efficient and cost-effective. The automatic 
enrichment procedures of the ELG catalogue put in place 

                                                           
33 Direct access to the dashboard: https://live.european-

language-grid.eu/catalogue/dashboard   

will continue at regular intervals, ensuring that the 
empirical basis for monitoring the level of digital readiness 
of languages is expanding in proportion to community 
activities and achievements. In parallel, the technical 
means made available through the ELG Platform will help 
keeping the empirical basis as up to date as possible 
through hopefully easy to use data and metadata 
registration functionalities. 
We have also presented the ongoing work on the ELE 
dashboard, the availability of which helps monitor the 
evolution of technological support, identify gaps for each 
of the languages covered, and enable cross-language 
comparisons. 
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Appendix: Additional figures

 
 

Figure 4. ELE dashboard screenshot: Technological DLE scores for the official EU languages (23 May 2022) 
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Abstract
This work explores quantitative indicators that could potentially measure the equality and inequality research levels among
the languages of the European Union in the field of human language technologies (HLT research equality). Our ultimate goal
is to investigate European language equality in HLT research considering the number of papers published on several HLT
research venues that mention each language with respect to their estimated number of speakers. This way, inequalities affecting
HLT research in Europe will depend on other factors such as history, political status, GDP, level of social or technological
development, etc. We have identified several groups of EU languages in the proposed measurement of HLT research equality,
each group comprising languages with large differences in the number of speakers. We have discovered a relative equality
among surprisingly different languages in terms of number of speakers and also reAll data and code will be released upon
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1. Introduction
The language landscape in the European Union (EU)
comprises 24 official EU Member State languages, in-
cluding three different alphabets, and more than 60 re-
gional and minority languages (Pastor, 2018), includ-
ing languages of relevant trade partners and immigrant
communities. The fact that several of the regional lan-
guages enjoy the same level of official status as the
corresponding EU Member State language in their re-
spective regions, e.g., Aranese, Basque, Catalan, Gali-
cian, Luxembourgish, Scottish Gaelic and Welsh, and
also the fact that different levels of protection by lo-
cal authorities have been developed across Europe for
several non-official regional or minority languages, are
both European particularities not easily found in other
societies in the world. One of the reasons for this di-
versity and public support is that multilingualism is
one of the core values of the EU based on the motto
’United in diversity’, and a matter deeply embedded
even in the most basic regulation of the EU. A remark-
able example of this can be seen in the Article 165(2)
of the Treaty on the Functioning of the EU (TFEU)1,
which emphasises that Union action shall be aimed at
developing the European dimension in education, par-
ticularly through the teaching and dissemination of the
languages of the Member States, while fully respecting
cultural and linguistic diversity (Article 165(1) TFEU).
Thus, for instance, the EU works with Member States
to protect minorities, on the basis of the Council of Eu-
rope’s European Charter for Regional or Minority Lan-
guages2, or to promote multilingualism in the develop-
ment of the EU Digital Single Market. The EU resolu-

1http://data.europa.eu/eli/treaty/
tfeu_2012/oj

2https://www.coe.int/en/web/
european-charter-regional-or-minority-languages?

tion ”Regional and lesser-used languages - enlargement
and cultural diversity”3 is another relevant example of
the subject.
A wide diversity of languages in Europe are expected
to coexist, interact and evolve efficiently as equals.
The strength of the multilingual EU is therefore be-
lieved to be based on the equality among European
languages, but protecting and promoting language di-
versity, and gaining as a consequence a recognisable
equality among languages operating simultaneously in
a society is not an easy endeavour. The challenge is
even more complex when, like in the case of the EU,
the society is a conglomerate of smaller regional so-
cietal bodies with high levels of interaction and inter-
dependence among them, but each one with a different
profile and mix of coexisting languages.
The sources of inequalities among languages are multi-
ple and possibly related to almost any dimension of its
human and social condition. Economy, demography,
history, geography, religion, policy and a long etcetera
shape each and every language, making their compari-
son very complex. Language equality is a vibrant and
remarkable challenge, and a research field that is build-
ing its own foundations. This work intends to con-
tribute to both the European challenge and the emerg-
ing research field through the deliberation about the
equality of European languages in their digital facet,
particularly in the field of research in Human Language
Technologies (HLT research equality).
In addition, the HLT community is currently develop-
ing powerful new deep learning techniques and tools
that are revolutionizing the approach to HLT tasks. We
are gradually moving from a methodology in which a
pipeline of multiple modules was the typical way to im-

3https://www.europarl.europa.eu/doceo/
document/TA-5-2003-0372_EN.html
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plement HLT solutions, to architectures based on com-
plex neural networks trained with vast amounts of text
data. The success in HLT has been possible because of
the confluence of four different research trends: 1) ma-
ture deep neural network technology, 2) large amounts
of data (and for NLP processing large and diverse mul-
tilingual textual data), 3) increase in High Performance
Computing (HPC) power in the form of GPUs, and
4) application of simple but effective self-learning ap-
proaches. Interestingly, the application of zero-shot to
few-shot transfer learning with multilingual pretrained
language models, prompt learning and self-supervised
systems opens up the way to leverage HLT for less de-
veloped languages (Goodfellow et al., 2016; Devlin et
al., 2019; Liu et al., 2020; Torfi et al., 2020; Wolf et
al., 2020). However, a growing concern is that due to
unequal access to these resources only certain IT com-
panies and elite universities have advantages in modern
HLT research (Ahmed and Wahed, 2020).
After this introduction, Section 2 presents several stud-
ies carried out on language equality. Sections 3 and
4 describe our research framework and Section 5 pro-
vides an in-depth analysis of the HLT research equality
of the European languages on the basis of the quantita-
tive indicators proposed in this work. Finally, Section 6
summarizes our main findings and presents our future
work.

2. Related work
Given the role of HLT in everyone’s daily lives, many
expert practitioners are directly concerned by language
diversity in HLT research and development.4 For in-
stance, Sayers et al. (2021) emphasise a range of
groups who will be disadvantaged. Looking ahead,
they see many intriguing opportunities and new ca-
pabilities, but also a range of other sources of uncer-
tainties and inequalities. Joshi et al. (2020) exam-
ine the relation between the types of languages, re-
sources and their representation in NLP conferences
over time. As expected, only a very small number of
the over 7000 languages of the world are represented
in the rapidly evolving HLT field. Just a handful of
languages are covered by current NLP systems, drawn
from a few dominant language families. As a result,
most linguistic phenomena from typologically diverse
languages have never been incorporated to our HLT re-
search (Ponti et al., 2019). Blasi et al. (2021) study
the systematic inequalities in HLT across World lan-
guages. After English, a handful of Western European
Languages dominate the field -in particular German,
Spanish and French- as well as even fewer non-Indo-
European languages, primarily Chinese, Japanese and
Arabic. This investigation suggests that it is the econ-
omy of the users of a language (rather than demogra-
phy) what drives the development of HLT.

4https://gitlab.com/ceramisch/
eacl21diversity/-/wikis/
EACL-2021-language-diversity-panel

While language diversity is at the core of Europe iden-
tity and multilingual society, many of our languages
are in danger of digital extinction because they are not
sufficiently supported through HLT (Moseley, 2010).
The EUROMAP Language Technologies was the first
project investigating the state-of-the-art of HLT re-
search and take-up in Europe, as well as the back-
ground situation in each country (Joscelyne and Lock-
wood, 2003). META-NET White Paper Series: Eu-
rope’s Languages in the Digital Age (Rehm and Uszko-
reit, 2012; Rehm et al., 2014) provide the first system-
atic study about the technology support of Europe’s
languages. The Rehm and Hegele (2018) survey rep-
resents the voices of more than 600 respondents from
more than 50 countries working on LT. Rehm et al.
(2020) present an overview of various European HLT
and AI reports, and perform an extensive qualitative
analysis of the landscape of research on HLT research
in all the Member countries of the EU.
Both works of Joshi et al. (2020) and Blasi et al. (2021)
consider and use in their studies the number of papers
mentioning each language as an element, among many
others, to measure inequalities in HLT. Both conclude
that the main European languages are among the most
equal and best represented languages in HLT, consider-
ing the large-grained scope of the 7,000 estimated lan-
guages in the world. Our work intends to explore the
potential of simple indicators based also on the num-
bers of papers mentioning each language to measure
fine-grained inequalities in HLT research, and comple-
ment with quantitative data the qualitative study on Eu-
ropean HLT research of Rehm et al. (2020). We believe
that this approach could unveil inequalities not easily
demonstrable by other means, that are undermining the
European language diversity protection goal, and will
help identify relatively low-resourced and endangered
languages in HLT research even within the theoreti-
cally strongest ones.
The work in progress in the European Language Equal-
ity Project (ELE)5 is also worth to be noted. With a
large and all-encompassing consortium consisting of
52 partners covering all EU Countries, research and in-
dustry and all major pan-European initiatives, ELE de-
velops a strategic research, innovation and implemen-
tation agenda as well as a roadmap for achieving full
digital language equality in Europe by 2030.

3. Initial hypothesis
Research, development and innovation in HLT is, gen-
erally, affordable and accessible for societies that have
reached certain level of human and economic develop-
ment. This is believed to be the case of the Countries
and Regions comprising the EU, and together with the
recognition and protection levels that the EU and mem-
ber states offer to the variety of European languages

5https://european-language-equality.
eu/

37



creates a unique case of theoretical favourable environ-
ment for equality among these different languages.
The initial hypothesis of this work is that, particularly
in the field of HLT research, the languages of the EU
should show a relevant degree of equality and that any
inequality must respond to other factors than techno-
logical, social, cultural or regulatory barriers. The iden-
tification of the eventual inequality among European
languages in this field may lead to effective direct inter-
vention by the stakeholders (policy makers, academy,
industry and any other) that could have legitimate in-
terest in correcting the divergence. Also, on the other
hand, it could confirm the effectiveness of existing sci-
entific, regulatory, policy and societal dynamics in the
purpose of achieving the language equality.
Finally, the focus of our study in HLT research is ex-
pected to be further beneficial contributing to the gen-
eral goal of language equality, provided these technolo-
gies have precisely the ability to potentially reduce in-
equalities among languages through the use of digital
technologies. An endangered language, or a language
not reaching sufficient equality with others, may con-
verge faster to equality taking advantage of HLT re-
search, but failing or performing poorly on it may be an
unbridgeable barrier to gain overall language equality,
or even a menace towards the ongoing digital transfor-
mation.

4. Selected Languages, Data Sources and
Measurement Indicators

For the identification, denomination and basic charac-
terisation of European Languages involved in the study,
and also for the estimation of the number of speakers
in Europe for each language, we have followed the cri-
teria designed by the previously mentioned European
Language Equality Project (ELE). The selection of the
source of data itself introduces a certain degree of a
bias, particularly in non-official languages or in cases
of very few speakers, on which there is no consen-
sus denominating the language or the speaker statistics,
and this will be taken into account in the analysis of the
results.
We make the working assumption that a mention of
a language in a research paper likely entails that the
underlying research involves in some extent this lan-
guage, that the more the papers mentioning a particular
language the more the chance that HLT research is hav-
ing a positive impact on that language, and the better is
its position in the field of HLT research. Of course, we
do not pretend this to be a measure of the overall HLT
equality between languages, but just a measure of the
presence of each language in HLT research.
The first basic indicator we have selected to explore
the quantitative measurement the equality among lan-
guages in the field of HLT research is the number of
scientific documents that mention each language pub-
lished in the period from 2000 to 2020. We will refer
to this measurement as the absolute metric. Not being

Source Papers
LREC 7,175
ACL 9,672
EMNLP 7,087
CL 1,977
Total 25,911

Table 1: Number of processed research papers per
source

feasible to gather and analyse the whole global scien-
tific production in this field, we have selected a group
of relevant venues and sources where the most relevant
scientific documents of the field are most likely to have
been published. These selected sources are the Pro-
ceedings of the bi-anual Language Resources and Eval-
uation Conference (LREC)6, the Annual Meeting of
the Association for Computational Linguistics (ACL)7,
the Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP)8, and the Computational
Linguistics Journal (CL)9. The selection of these pub-
lication venues also introduces a bias to be taken into
account in any analysis of these measurements. We
have crawled all documents in pdf format published
in these venues from 2000 to 2020 available in the
ACL Anthology website10, computationally extracted
the text of these files transforming them in plain text
files, and found what EU languages are mentioned in
each document, according to the list developed by the
ELE project11. Proper names that are the same as EU
languages but not refer to a Language, e.g. ”Basque”
in the name ”University of the Basque Country”, have
also been detected and not included in the counts of lan-
guage mentions. Table 1 shows the number of research
papers processed from each source.
As a second quantitative measurement of HLT research
equality, we propose to compare also the number of
documents mentioning each language per million of
speakers. We will refer to this indicator as the rela-
tive metric. The rationale behind the proposal of this
indicator is an attempt to remove from the analysis
the effect that plain demography may have in HLT re-
search. Between two hypothetical languages where all
variables affecting them could be considered exactly
the same with the exception of the number of speak-
ers, it would be reasonable to expect to have more re-
searchers in HLT in the most spoken one of them, and
also more likely that they mention their own language
in the scientific production. Thus, in the extent the ab-

6https://aclanthology.org/venues/lrec/
7https://aclanthology.org/venues/acl/
8https://aclanthology.org/venues/

emnlp/
9https://aclanthology.org/venues/cl/

10https://aclanthology.org/
11https://european-language-equality.

eu/languages/
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solute metric has no capacity to give information about
this subject we have considered the need to introduce
this second metric.

5. Analysis of language equality
As a starting reference point, Figure 1 describes, the
breakdown of the number of estimated speakers in the
EU for the languages of the EU considered in the ELE
project sorted by the share of each language in the to-
tal. Around 80% of speakers are concentrated in 8 lan-
guages out of 67 main EU languages. This top group
includes three of what we could define as ”global” lan-
guages, English, Spanish and Portuguese, languages
born in Europe but with more speakers abroad than in
their countries of origin. Similarly, 75% of the speakers
concerned by the top 8 languages are concentrated in
only three languages (English, German, French). Con-
sidering only this demographic metric, languages of the
EU are inherently and deeply non equal.
Figure 2 shows the breakdown of European languages
sorted by total number of documents mentioning each
language in the sources selected for the study. If we
take this absolute metric as a measurement of the HLT
research equality of European languages, this figure
shows a high degree of overall inequality in this field,
but comparing this figure with Figure 1 we may con-
sider groups of languages with some extent of equal-
ity on HLT research within the global intrinsic inequal-
ity. English grows remarkably, comparatively to all the
rest in this metric, but German and French seem to re-
duce and appear closer to the position of Spanish and
Italian. Similarly, Dutch, Czech, Swedish, Portuguese
and Turkish also grow with respect to their relative
sizes in Figure 1. Maybe the most remarkable advance-
ments in ranking are those of Turkish and Portuguese,
languages that like English are, in addition to Euro-
pean Languages, National Official languages of very
large countries outside Europe like Turkey, Brazil, etc.
We can also observe that, while Greek seems to main-
tain its position, other strong languages in Europe like
Romanian, Hungarian and Polish in terms of number
of speaker loose ground compared to less spoken lan-
guages. These variations in the relative position of each
language in these rankings suggest that there could be
HLT research equality and inequality clusters of dif-
ferent nature among European languages, not affecting
only low-resource and endangered languages but also
some of the most spoken languages and National Offi-
cial languages in Europe.
Figure 3 shows the breakdown of the number of docu-
ments mentioning each language per million of speak-
ers of that language in Europe. We have removed from
this ranking languages below 100.000 speakers to avoid
introducing non representative distortions in the com-
parison with languages with several millions of speak-
ers. Observing the pie chart, and comparing it to the
ones in figures 1 and 2, we can observe that, accord-
ing to this relative metric, the differences between lan-

Figure 1: Proportion of speakers in the EU per lan-
guage of the EU.

guages are lower showing higher overall HLT research
equality levels among EU languages. At a first glance,
now the most spoken and most mentioned languages
rank in middle to lower positions in the list, and on
the contrary, some languages with lower numbers of
speakers like Basque, Icelandic and Breton rise to the
top of the list. Remarkably, Turkish also appears in top
position despite being a language received in Europe
through immigration. But also in this case, we can ob-
serve different circumstances among languages. With
this metric we can observe HLT research inequalities
within the group of less spoken, potentially endangered
languages. We can observe some of these languages in
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Figure 2: Proportion of documents mentioning lan-
guages of the EU (only languages with published doc-
uments).

the top positions in the chart, and also some of them
in the lowest positions, evidencing a particular kind of
inequality in HLT research in European languages, the
ones that rank in lower positions both in the absolute
metric and the relative metric.
Table 2 includes the EU languages identified in the ELE
project for which no mentions have been found in the
HLT research publications. We find in this table eight
languages classified by the ELE project as Additional
Languages and four Endangered Languages spoken in
Europe, and none of them happens to enjoy any offi-
cially recognised status by the regional governments

Figure 3: Proportion of documents mentioning lan-
guages of the EU per million of speakers (only
languages with published documents and with over
100.000 speakers in the EU).

of the areas where they are spoken.12 The presence
of Southern Italian, with 5,700,000 estimated speak-
ers, and less spoken but still relevant languages like
Lezghin and Réunion Creole in this list suggests ex-
istence of weaknesses of some nature around these lan-
guages and HLT research. Anyhow, this list brings to
surface the potential existence of a group of EU lan-

12It is also possible that some research papers identify
these languages with other names than the ones given in the
ELE project, or that HLT research on these languages is pub-
lished on venues not included in this study.
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ELE language ELE Classification Speakers
Southern Italian Additional Languages spoken in Europe 5,700,000
Lezghin Additional Languages spoken in Europe 600,000
Réunion Creole Additional Languages spoken in Europe 484,000
Franco Provencal Endangered Languages spoken in Europe 227,000
Carpato-Rusyn Additional Languages spoken in Europe 135,810
Arberesh Endangered Languages spoken in Europe 100,000
Plattdeutsch Additional Languages spoken in Europe 90,000
Tornedalian Finnish Additional Languages spoken in Europe 30,000
Jèrriais Endangered Languages spoken in Europe 18,700
Carpathian-German Additional Languages spoken in Europe 4,690
Mocheno Endangered Languages spoken in Europe 1,900
Meskhetian Additional Languages spoken in Europe 200

Table 2: EU languages not found in LREC, ACL, EMNLP and CL documents (2000-2020)

guages suffering from an extreme HLT research in-
equality including theoretically non endangered lan-
guages with a relevant number of speakers.

Table 3 included in the Appendix shows the EU lan-
guages ordered in decreasing number of the total sum
of LREC, ACL, EMNLP and CL papers between 2000-
2020 mentioning each language. Interestingly, all the
three venues and the journal publish research papers
that mention many different languages in quite sim-
ilar distributions. Both tables 2 and 3 also show
the classification given to each language in the ELE
project regarding if they are Official EU Languages,
Additional Languages spoken in Europe or Endan-
gered Languages spoken in Europe. In the second and
third of these groups, Additional or Endangered Lan-
guages, we can find official languages of non EU Mem-
ber States like Norwegian or Turkish, co-official lan-
guages of European Regions like Frisian (Additional)
or Scottish Gaelic (Endangered), languages with cer-
tain recognition in their respective regions despite not
being co-official like Venetian (Additional) or Breton
(Endangered), and languages with no official status or
recognition at all like Sicilian (Additional) or Lombard
(Endagered). It is also worth noting the presence of
Catalan and Basque, co-official languages in their re-
spective regions in the top levels of the list overtaking
several Official EU languages with a bigger number of
speakers. Also, Turkish as the highest ranking non EU
State Official language, precedes several Official EU
Languages but in this case with a remarkably higher
number estimated speakers than them. Picard, Bre-
ton and Tatar, with 700,000, 206,000 and 20,550 esti-
mated speakers respectively, are the topmost mentioned
Endangered Languages in LREC, ACL, EMNLP and
CL documents 2000-2020, way above of much more
spoken Aditional Languages like Sicilian, Lombard or
Venetian with 4.7 million, 3.9 million and 3.8 million
estimated speakers respectively.

Figure 4 describes the evolution of the number of pa-
pers mentioning the 20 most mentioned EU languages
per year in the 2000 to 2020 period, i.e., the abso-
lute metric. We can observe an overall nice and rela-

tively parallel evolution of the number of research pa-
pers mentioning each EU language, particularly in the
case of the most spoken languages. From this figure
we could conclude that, with the exception of English
probably due to its global lingua franca nature, the big-
ger the number of European citizens living in a country
where the language is official, the higher the position
of the language in this characterisation HLT research
equality. As expected, this absolute top 20 list includes
some of the most spoken Official EU Languages, but
also Turkish and Norwegian, languages with non offi-
cial status in the EU, and Catalan and Basque, both of
them Additional Languages spoken in Europe that en-
joy full official status in their respective regions.

Figure 5 describes the evolution of the number of pa-
pers mentioning the top 20 EU languages mentioned on
documents per million of estimated speakers, i.e., the
relative metric. This relative top 20 list includes, as we
could expect, mainly languages with lower number of
speakers, some of them Official EU Languages like Es-
tonian, Maltese, Irish, Czech, Danish, Latvian, Finnish
and Slovene, and all of the rest are languages enjoying
a certain degree of official status or recognition in their
respective regions of reference. Also remarkably we
can observe that Czech, Swedish, Norwegian, Finnish,
Danish, Basque, Portuguese and Turkish are in both
in the absolute and the relative top 20 language list,
Basque being the only non-national Official EU Lan-
guage one. It seems that the group of languages rank-
ing in similarly high positions in both the absolute and
the relative metric, also exhibits some sort of equality
in HLT research among them.

Stepping a bit deeper in this relative metric, Figure 6
depicts the evolution of the number of research papers
mentioning EU languages per million of speakers for
the most spoken EU languages (over 10 million speak-
ers in Europe) between 2000 and 2020. In this figure
we can observe how languages with a lower number of
estimated speakers rank consistently better than those
languages with a higher number of estimated speak-
ers. Taking English as a reference we can observe two
different groups within these strongest languages. On
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Figure 4: Evolution of mentions of European languages in LREC, ACL, EMNLP and CL documents 2000-2020.

Figure 5: Evolution of mentions of European languages in LREC, ACL, EMNLP and CL documents 2000-2020
per million speakers.

one hand the ones on higher positions than English
with Portuguese, Czech, Swedish, Greek, Dutch and
Hungarian in this group, and those on lower positions
than English with Spanish, German, Italian, Romanian,
French, Serbian and Polish in this group. The existence
of these two groups according to this metric may sug-
gest the existence of a new inequality in HLT research
in this case compared to the international lingua franca.

Some strong European languages may be underrepre-
sented and lagging too much behind English in HLT
research in proportion to their demographic relevance
in Europe.

6. Conclusions
This work proposes two quantitative metrics for mea-
suring the HLT research equality of European lan-
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Figure 6: LREC, ACL, EMNLP and CL documents 2000-2020 mentioning the top EU languages (over 10 million
speakers in the EU) per million speakers.

guages: an absolute metric counting the number of
HLT scientific papers mentioning each language, and a
relative metric counting the number of papers mention-
ing each language per million of European speakers.
These two metrics do not pretend to measure the per-
formance or effectiveness of the overall HLT research
among languages.

The data gathered and analysed in this work suggests
that despite the effort towards language equality of
HLT research in Europe, there is still a large room
for improvement. In fact, according to the proposed
metrics on the selected data sources the European lan-
guages are largely unequal in HLT research. Neverthe-
less we have identified three groups of EU languages
with a relatively homogeneous behaviour in terms of
HLT research according to the proposed metrics. Each
group comprises languages of quite a varying num-
ber of speakers: 1) a group of EU languages that we
may describe equal in the vulnerability regarding HLT
research ranking poorly in both the absolute and the
relative metrics, in addition to the languages with no
mention found. This group includes a long list of lan-
guages, some of them with a large number of speak-
ers like Sicilian, Sardinian, Venetian, Alsatian Lom-
bard or Romani; 2) a group of languages that appear in
top positions in both proposed metrics and with Czech,
Swedish, Norwegian, Finnish, Danish, Basque, Por-
tuguese and Turkish as some clear representatives, and
3) a group of strong official languages with a large base
of speakers ranking in a high position in the absolute
metric and in an intermediate position in the relative
metric, including among others German, French, Ital-

ian, Spanish and Dutch, that could be lagging behind
English for its outstanding position in the absolute met-
ric. There are of course also languages in intermediate
positions between these groups.
As expected, we have observed that the combination of
officialdom and a relevant number of speakers are pos-
itive conditions for a higher presence in HLT research.
Also, not being a recognized language, at least region-
ally, burdens definitely its equality with respect to the
ones that enjoy some degree of officialdom, no mat-
ter the size of the population speaking that language.
On the other hand, it seems that regionally recognised
languages can perform as good as national Official EU
Languages.
Finally, we can conclude that the combination of both
indicators can be of utility for measuring the HLT re-
search equality.
Next, we plan to set up a dashboard web site to interact
and order the data by its different parameters. Addi-
tionally, we plan to perform an in-depth analysis of the
sources of inequalities for a better future support and
understanding of the HLT research equality in Europe
and other multilingual regions in the world.13
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Language Classification Speakers LREC ACL EMNLP CL Total
English Official European Union Languages 263,835,370 4,676 4,839 3,837 531 13,883
German Official European Union Languages 150,888,580 2,013 1,602 1,304 227 5,146
French Official European Union Languages 131,992,030 1,783 1,027 803 182 3,795
Spanish Official European Union Languages 67,144,190 1,377 872 723 131 3,103
Italian Official European Union Languages 65,019,690 1,004 554 429 87 2,074
Dutch Official European Union Languages 23,918,840 737 423 310 86 1,556
Czech Official European Union Languages 13,295,420 593 510 361 55 1,519
Portuguese Official European Union Languages 11,787,500 627 358 269 53 1,307
Swedish Official European Union Languages 12,947,670 449 267 209 49 974
Turkish Additional Languages spoken in Europe 3,905,040 302 342 261 62 967
Greek Official European Union Languages 12,399,170 391 221 206 49 867
Polish Official European Union Languages 39,415,080 353 220 153 32 758
Finnish Official European Union Languages 5,682,630 263 267 183 32 745
Danish Official European Union Languages 5,563,120 252 234 213 19 718
Hungarian Official European Union Languages 12,177,260 254 219 155 28 656
Romanian Official European Union Languages 20,776,510 265 194 114 21 594
Catalan Additional Languages spoken in Europe 8,973,480 274 128 117 29 548
Bulgarian Official European Union Languages 7,570,230 212 173 122 26 533
Basque Additional Languages spoken in Europe 536,000 191 130 133 20 474
Norwegian Additional Languages spoken in Europe 5,254,060 208 121 102 21 452
Estonian Official European Union Languages 1,128,990 146 104 80 13 343
Croatian Official European Union Languages 6,590,290 160 84 64 9 317
Irish Official European Union Languages 1,176,730 102 86 67 7 262
Slovene Official European Union Languages 2,195,790 118 79 52 10 259
Slovak Official European Union Languages 7,174,580 115 63 58 5 241
Serbian Additional Languages spoken in Europe 10,025,456 112 55 61 5 233
Latvian Official European Union Languages 1,933,100 98 64 47 9 218
Lithuanian Official European Union Languages 2,793,100 70 76 36 3 185
Icelandic Additional Languages spoken in Europe 404,683 85 57 20 5 167
Galician Additional Languages spoken in Europe 2,335,000 80 45 28 2 155
Welsh Additional Languages spoken in Europe 562,000 49 37 29 9 124
Maltese Official European Union Languages 485,110 66 37 13 3 119
Picard Endangered Languages spoken in Europe 700,000 36 39 35 3 113
Macedonian Additional Languages spoken in Europe 1,553,203 40 30 16 5 91
Breton Endangered Languages spoken in Europe 206,000 32 18 15 3 68
Tatar Endangered Languages spoken in Europe 20,550 17 14 18 1 50
Faroese Additional Languages spoken in Europe 76,587 23 13 13 0 49
Frisian Additional Languages spoken in Europe 883,000 22 22 3 1 48
Sorbian Endangered Languages spoken in Europe 19,970 16 6 24 1 47
Asturian Endangered Languages spoken in Europe 560,000 21 13 4 0 38
Occitan Additional Languages spoken in Europe 218,310 25 7 5 0 37
Gallo Endangered Languages spoken in Europe 195,000 10 12 12 3 37
Romani Endangered Languages spoken in Europe 3,755,600 14 15 7 0 36
Yiddish Endangered Languages spoken in Europe 10,977 13 14 3 2 32
Lombard Endangered Languages spoken in Europe 3,903,000 22 5 3 0 30
Luxembourgish Additional Languages spoken in Europe 510,900 15 9 4 0 28
Cornish Endangered Languages spoken in Europe 600 6 13 5 3 27
Scottish Gaelic Endangered Languages spoken in Europe 57,400 12 4 9 1 26
Venetian Additional Languages spoken in Europe 3,850,000 13 6 1 0 20
Aragonese Endangered Languages spoken in Europe 30,000 8 6 3 0 17
Sardinian Endangered Languages spoken in Europe 1,200,000 10 4 2 1 17
Ladin Endangered Languages spoken in Europe 31,000 8 6 1 0 15
Sicilian Additional Languages spoken in Europe 4,700,000 8 4 3 0 15
Karelian Endangered Languages spoken in Europe 5,000 7 4 3 0 14
Saami Endangered Languages spoken in Europe 22,430 7 3 4 0 14
Manx Endangered Languages spoken in Europe 1,660 5 4 2 1 12
Alsatian Additional Languages spoken in Europe 600,000 8 0 2 1 11

Table 3: Number of LREC, ACL, EMNLP and CL documents 2000-2020 mentioning EU languages (languages
with over 10 documents mentioning them)
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Abstract 
This article presents the work in progress on the collaborative project of several European countries to develop National Language 
Technology Platform (NLTP). The project aims at combining the most advanced Language Technology tools and solutions in a new, 
state-of-the-art, Artificial Intelligence driven, National Language Technology Platform for five EU/EEA official and lower-resourced 
languages. 

Keywords: machine translation, CAT tools, parallel corpora, National Language Technology Platform 

 
 

1. Introduction 
Multilingualism is one of Europe's fundamental values, 
alongside freedom of expression and freedom of 
movement. The European Charter of Fundamental Rights 
perpetuates the rights and freedoms of European citizens 
and ensures that linguistic diversity is maintained as a 
cornerstone of European policy. While the diversity of 
languages used in Europe is a true treasure, the barriers 
resulting from language insularity create big challenges 
for the cohesion of the European Union Digital Single 
Market1,2 (DSM), public e-services, and public 
administrations. Many e-services provided by national 
public administrations are still available only in the 
official language of the respective country, which greatly 
restricts their access to guest workers, visitors, foreign 
investors and many other users who do not comprehend 
the local language. In case the e-services and public 
information are also provided in English and other 
languages, translation creates significant expenses and 
management burden. 

In recent years, the European Union and member states 
have invested in various programmes to advance 
Language Technologies (LTs) as an efficient solution for 
breaking language barriers – from large language resoures 
collecting campaigns like ELRC3, over the EC 

                                                             
1 https://ec.europa.eu/commission/sites/beta-political/files/dsm-
factsheet_en.pdf [accessed 2020-05-16]. 
2 https://ec.europa.eu/commission/presscorner/detail/en/IP_15_ 
4919 
3 https://lr-coordination.eu 

eTranslation services4, up to establishing the common 
European marketplate for language technologies like 
ELG5. This has resulted in numerous LT tools, and 
services that have demonstrated their advantages across a 
wide range of national and international projects and have 
already proven their usefulness to public administrations. 
Nevertheless, their current use is limited because as 
individual solutions and technologies, they are used only 
by a particular target group, in a specific context, only in a 
few institutions and countries. 

This paper presents the work in progress on the 
collaborative project  of several European countries to 
develop National Language Technology Platform 
(NLTP).6 The project aims to unite the most advanced LT 
tools and solutions developed in the CEF AT and other 
European and national programmes in a novel state-of-
the-art, Artificial Intelligence (AI) driven software 
solution – NLTP. NLTP will provide national public 
administrations, SMEs and general public with mature, 
tightly integrated Machine Translation (MT) and other LT 
services (e.g. terminology management, translation 
memories, speech tools for selected languages, etc.) that 
will serve as an efficient way to enable multilingual 
access to information and public online services. 

By providing essential LT support to various 
eGovernment services, NLTP is positioned to become an 
essential element of eGovernment infrastructure. 

                                                             
4 https://ec.europa.eu/info/resources-partners/machine-
translation-public-administrations-etranslation_en 
5 https://www.european-language-grid.eu 
6 https://www.nltp-info.eu 
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The structure of the paper is as follows. We describe the 
composition of the consortium and represented languages 
in Section 2, followed by a brief description of the current 
state of the development of LT for each language in 
Section 3. In Section 4, the general goals and the 
collection of additional language resources is explained, 
while in Section 5 we conclude with a discussion on the 
targeted users of the NLTP and the user survey. 

2. Consortium and Languages 
The NLTP project is implemented as a CEF Telecom 
Action that includes partners from five countries: Latvia, 
Croatia, Estonia, Iceland and Malta, and it deals with LT 
for their respective languages: Latvian, Croatian, 
Estonian, Icelandic, Maltese. The consortium is 
deliberately composed of at least one partner (either 
academic or industrial) per country, that provides the 
expertise in LT for its language, and usually combined 
with one or more partners coming from public 
administration. In the case of Estonia and Iceland, the sole 
academic partners received the role of institution 
consulting the public administration. The project is 
initiated and coordinated by the LT company Tilde. The 
detailed list of partners can be found at the official web 
page of the project7. 

The five languages involved are all official languages of 
their respective countries, but at the same time they 
represent language communities with small to moderate 
number of speakers, starting in total with ca. 380,000 for 
Icelandic up to ca. 4,900,000 for Croatian, considering 
also citizens in other countries as emigrants of the first 
generation. The position of the official languages provides 
a unique opportunity to advocate for the state support of 
the usage of LT, and that is what is expected from the 
partners from public administration. 

3. State of LT in ELE Language Reports 
In this section we present in brief the state of the 
development of LT that was presented in more detail in 
the Language Reports as deliverables within the European 
Language Equality (ELE) project8. This state of 
development can serve as the baseline starting point, 
which could be used for measuring the project's progress 
by the end of its duration. Also, this illustrate the different 
stages of LT development and relevant gaps that exist 
between the consortium languages, as well as their 
different starting points. However, for all languages 
involved the need of more domain specific bilingual data 
and persistent national infrastructure for LT is stressed. 
We strongly believe that NLTP could contribute to both 
urgent needs. 

3.1 Latvia 
Since 2012, when the META-NET white papers were 
published (Skadina et al., 2012), significant progress has 
been made in the development and deployment of 
different language resources and tools for the Latvian 
language. Latvian also has good support in terms of more 
advanced technologies, such as MT, as well as speech 
                                                             
7 https://www.nltp-info.eu 
8 https://european-language-equality.eu 

recognition and synthesis. At the same time, solutions 
involving state-of-the-art natural language understanding 
are not so developed. There are gaps regarding the 
availability, size, and technology readiness level of 
language resources. More models, tools, as well as 
computational, human, and financial resources would 
benefit the current state of LT for Latvian. Significant 
gaps were identified in monolingual and multilingual data 
– written, spoken, and multimodal, especially when it 
comes to open-data or open-access language resources. 
Fine-tuning domain-specific engines is also more 
complicated than desirable, as the current domain-specific 
data is insufficient and lacks substantial open-access 
monolingual text corpora. Overall, the current LT 
situation in Latvia is fragmented, but going in the positive 
direction and continuously improving while most areas 
are considered to have “fragmentary support”. In the 
whitepaper, it was mentioned that dedicated long-term LT 
programs would benefit research and industrial activities, 
with NLTP addressing the latter. 

3.2 Croatia 
Technological support for Croatian has progressed in a 
number of LT areas compared to the state of affairs 
described in the META-NET White Paper (Tadić et al., 
2012). Digital language resources have both increased in 
number and volume while they also improved in quality 
and variety. Resources, basic NLP tools and LT services 
are provided by academia, research institutes and 
occasionally private companies as outputs of various 
research projects, usually coordinated by academic 
institutions, predominantly funded by EU or national 
funds, and rarely self-funded. Some significant progress 
has been made with respect to available corpora and 
lexica, language models, text processing tools, and MT, 
while there is still a serious underdevelopment in the field 
of speech processing (both synthesis and recognition). 
The available datasets originate from a variety of sources 
and they cover several thematic domains, text types; they 
are available as raw or annotated; and come as 
monolingual, bilingual or multilingual resources. 
However, their individual size is lagging behind in terms 
of appropriateness for building large language models or 
robust, ready to use tools and applications. 

One of the long-term intentions is to secure the presence 
of Croatian NLP modules in the major NLP platforms 
(commercial and non-commercial) such as spaCy, 
FreeLing, NLP Cube, TextRazor, Cloud Natural 
Language, Apache Open NLP, etc., in order to secure the 
sustainability and wider usage of LT for Croatian and, 
consequently, its digital language equality with other 
languages. The inclusion of Croatian in NLTP will 
certainly add to this goal. 

3.3 Estonia 
During the last decade some LT fields have advanced 
significantly and for Estonian there are better and bigger 
corpora of contemporary written language and bigger 
treebanks, but several gaps that were identified by the 
Meta-Net White Paper in 2012 (Liin et al., 2012) are still 
there: text generation is still under-developed and we lack 
annotated semantic resources and tools for semantics. The 
existing tools cover the basics of text analysis – sentence 
segmentation, tokenisation, morphological analysis, 
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syntactic parsing – for standard written language. The 
overall quality of MT and especially of speech 
technologies is also quite satisfactory, but only for 
standard language. However, Estonian lacks both 
annotated data and tools for certain tasks and, as 
annotating data is a time- and workforce-consuming 
process, it can be seen as an even bigger obstacle. There 
are large web-crawled corpora for Estonian, but less 
domain-specific corpora or, if such resources exist, they 
are not publicly available. Accordingly, resources need to 
be made available – as has been done successfully in other 
countries – to persuade Estonian data-holders of the 
benefits of sharing such data sets. 

Most of the work in Estonian LT is done at academic 
institutions and is project-based. Once the project is over, 
the developed resources are not updated any more. 
Accordingly, there is a need for an infrastructure for 
keeping these models and tools up-to-date once the 
project has ended so that Estonia can continuously benefit 
from that important work. The national Estonian CLARIN 
consortium and its participation in CLARIN ERIC will 
strenghten this role in future. 

3.4 Iceland 
Ten years ago, the META-NET White Paper Series 
described a serious situation for the Icelandic language. At 
that time, Icelandic was one of the four European 
languages that fell into the "weak/no support" category 
regarding the level of support for speech processing, MT, 
text analysis, and speech and text resources 
(Rögnvaldsson et al., 2012). This alarming situation 
triggered concerns and discussions among politicians in 
the following years, which eventually resulted in the 
establishment and financing of the Language Technology 
Programme for Icelandic (LTPI), 2019-2023 
(Rögnvaldsson, 2020). 

The goal of the LTPI is to make Icelandic usable in 
information and communication technology, by 
developing open-source language resources and tools. The 
LPTI consists of six core projects: Language Resources, 
NLP tools, Automatic Speech Recognition, Speech 
synthesis, Spell and Grammar Checking, and MT 
(Nikulásdóttir, 2020). Even though the LTPI is still being 
implemented, it has already made a very significant 
change to the level of language technology support for the 
Icelandic language, as is evident by the comprehensive 
listing of the deliverables found in Nikulásdóttir et al. 
(2022), and the CLARIN-IS repository. Nevertheless, 
after the LTPI ends, Icelandic will still lack various NLP 
tools and resources, which indeed shows the need for a 
continued governmental support of the LTPI 
(Rögnvaldsson, 2020). 

The inclusion of Icelandic in NLTP fits well with the 
LTPI, particularly regarding the MT, Speech Recognition, 
and Speech synthesis core packages. 

 

3.5 Malta 
The main gaps in the development of LT for Maltese are 
present in three general areas: (i) tools (ii) resources and 
(iii) support. 

As far as tools are concerned, Maltese still lacks the barest 
minimum required for a BLARK (Basic Language 
Resource Kit) as defined in (Krauwer,1998). So Maltese 
needs not only a solid set of building blocks that will 
serve to build more advanced applications, but also ready 
and universal access to them with the help of platforms 
like ELG9. The potential for MT is beginning to be 
appreciated thanks to the efforts by the EC, but more 
effort is required locally, beyond the limited timeframe of 
the NLTP project, for the necessary quality to be achieved 
in all the domains where it can usefully serve. This 
requires a concerted policy to facilitate the extraction and 
refinement of bilingual resources at their point of creation, 
i.e. public administration. Speech technology, and 
particularly Automatic Speech Recognition (ASR), is 
another priority, since it imparts a highly tangible quality 
to LT that makes sense to ordinary people in everyday 
situations. Finally, for Maltese there is also a complete 
lack of multimodal tools. 

These days, almost all of the above tools are driven by 
machine learning, and thus their quality depends on the 
availability of suitable language resources. If intelligent 
multimodal and multilingual machinery that involves 
Maltese is expected, then appropriate multimodal and 
multilingual corpora are needed to train it. This requires a 
significant effort, which, if the resources are to faithfully 
reflect their inherent regional characteristics, must be 
developed at national level. 

This evokes the third gap: support. LT has not received 
the kind of recognition that is normally afforded to 
language by various national institutions. If LT for 
Maltese is to thrive, it needs to be recognised as a national 
area of priority that requires nurturing, management and 
support. Most of the language resources and tools that 
exist today have been created opportunistically. This is a 
short-term expedient that creates gaps and discontinuities. 
Language resources and tools need to be commissioned to 
fit carefully identified needs, and curated on a permanent 
basis. This requires commitment at national level, and a 
serious budget, as seen in Spain, Estonia, The Netherlands 
and even smaller countries like Iceland (Nikulásdóttir et 
al., 2020). Currently, the institutions that are responsible 
for the Maltese language adopt a helpful stance towards 
LT, but have not really taken on board the commitment 
that is required to ensure that it flourishes and exploits its 
full potential. 

4. NLTP Goals and Resources 
In this section, we first state the general goals of NLTP, 
then describe the work that precedes the NLTP project 
and provides the background knowledge and results on 
which we build upon. In continuation, we describe the 
NLTP components and the specific needs of collecting 
additional language resources, with the emphasis on the 
parallel corpora for these five languages, that are 
particularly deficient with this type of language resources. 

 

 
                                                             
9 https://www.european-language-grid.eu 

48



   
 

   
 

 

 

 

 

 

 

 

 

 

Figure 1. Schematic representation of NLTP components 
in the initial configuration. 

 

4.1 General Goals 
The aim of the project is to create a generic, customizable 
LT platform that any European country can easily adapt 
and deploy in their eGovernment infrastructure. The 
project partners are assessing the particular needs of their 
public administrations, tailoring the platform for their 
needs and deploying and integrating it into infrastructure 
of public digital services.   

4.2 Related Work 
The proposed solution for national LT platforms will rely 
on the existing hugo.lv platform10, but it will also include 
the results obtained from the CEF action EU Council 
Presidency Translator (INEA/CEF/ICT/A2018/ 
1762093)11. Both projects featured online MT services 
tailored for translation between the national language(s) 
and English in both directions. While the hugo.lv was 
oriented towards Latvian and English for use by Latvian 
public administration, the EU Council Presidency 
Translator covered seven languages in addition to English: 
Latvian, Estonian, Bulgarian, German, Romanian, Finnish 
and Croatian (chronologically ordered). 

4.3 NLTP Components and Approach 
The existing platform(s) will be substantially expanded 
into the planned NLTP in order to provide public 
administrations and the general public with a secure 
access to high quality MT and integration with Computer 
Aided Translation (CAT) tools, e-mail plug-ins, web-
pages translation widgets etc., for translation of texts and 
documents (see Figure 1). 

For both public administration and the public, this 
platform will be a convenient and secure environment for 
translating texts, documents and websites using fast and 
efficient newest generation Neural MT (NMT) 
technologies. Users will be able not only to translate 
entire documents in multiple languages preserving their 
formatting, but they can also review and edit the MT 
output, create and check terminology. Input and output 

                                                             
10 https://hugo.lv/en 
11 https://www.tilde.com/products-and-services/machine-
translation/de-presidency 

will be either in text or voice form depending on the 
NLTP service provided by the consortium partners and 
selected by the user. 

The NLTP will be adapted, localised, and sustainably 
deployed by the public authority bodies in the partner 
states as a part of the national eGovernment services and 
infrastructures, while its development will be supported 
by local research institutions as complementary partners.  
The inclusion of NLTP in national eGovernment 
infrastructures will secure the sustainability of the 
platform after the EU funding period. 

Additionally, the NLTP will be customisable to the 
specific needs of each public administration. Adaptation 
will be carried out by redesigning the initial configuration 
with adapting the existing solutions developed within 
other projects, creating a unified and customizable user 
interface, and furnishing the platform with the latest 
neural MT (NMT) systems. NMT systems will be tailored 
to the specific domains of administrations using specific 
domain language, terminology, and communication styles. 
This can include legal, financial or other domains heavily 
used in public administration. Customization will 
maximize translation quality for the local languages of the 
hosting country. 

The modular design of the NLTP allows the inclusion of 
other LT services when public administration express 
their needs for them, e.g. Automatic Speech Recognition 
for transcription of recorded sessions in order to produce 
meeting minutes, or Named Entities Recognition module 
in text preprocesssing step. 

NLTP will be further linked to EC eTranslation services, 
thus enabling translations into and from the 24 official EU 
languages and other languages of the Digital Single 
Market. Equally, this platform is open for integration with 
other MT providers by simple integration using Docker 
container technology or open API connection. 

The NLTP will facilitate the use of a professional 
translation environment with integrated terminology 
databases, CAT tools and (N)MT, all wrapped up in 
simple-to-use HTML front end and coupled with number 
of other technological solutions, such as a translation 
widget, browser plugin, commercial CAT tool plugins, 
etc. 

4.4 Additional Resources 
To customise MT systems of the platform for the domains 
most needed by national public administrations, a number 
of domain specific parallel data is being collected in all 
available digital formats (predominantly HTML and 
PDF). The processing is being done by several partners in 
order to reach the final targeted Translation Memory 
eXchange (TMX) format. The processing includes the 
boilerplate removal and/or PDF text extraction, automatic 
sentence splitting and sentence-alignment that will be 
checked for possible alignment errors. The bilingual 
language resources will be made available through the 
ELRC-SHARE12 repository and other repositories. Since 
the sources of data are predominantly expected to come 
                                                             
12 https://elrc-share.eu 
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from the public domain, the data will be made accessible 
under permissive licences. The parallel corpora collection 
process will be described in a separate paper when the 
collection process will be completed. 

5. Users 
The NLTP is targeted to several target groups which are 
discussed in this section. In order to understand the public 
opinion towards the usage of LT in five countries, we 
have organised user surveys that are currently being run. 

5.1 Targeted Users and User Requirements 
The relevant stakeholders, which are expected as end-
users of the platform are different bodies of public 
administration (local/regional/national), private sector 
(particularly SMEs), academia and citizens. NLTP 
specifications will be finally defined in collaboration with 
the consortium partners and relevant stakeholders using 
information collected in user surveys. The user groups are 
primarily defined through the user stories, in particular 
targeting user experience, i.e., defining the end-user, 
purpose and use of the country specific NLTP 
configuration. The user stories were initially defined at the 
project start, then updated/added accordingly during the 
NLTP development. The methodology for definition of 
user stories is based on (i) user identification and 
classification into group profiles, in order to place user 
requirements in a problem-driven context; (ii) using 
mock-ups of the system and its main services as a trigger 
in interactions with users. 

The requirements are being analysed and prioritized, and 
the analysis will come up with the description of different 
types of services from the users’ point of view. The 
requirements analysis will feed the functional 
specifications of the NLTP and subsequently drive the 
design of the architecture and its backend components.  

5.2 User Survey 
Targeted surveys are being run in the NLTP consortium 
member states with the intent to gain insight into current 
use, current needs, and potential future needs of the NLTP 
end-users and different public institutions which are 
adopting the NLTP concept. The surveys are being 
disseminated by the consortium representatives of each 
country through established network of contacts and 
responses are collected from public institutions as possible 
adopters and end-users. The data will be processed to 
identify gaps in language tools that the NLTP could fill, as 
well as other features that institutions in each country 
might benefit from. The survey results will also be used 
for preparation of national seminars and workshops that 
will promote the benefits of frequent LT usage. 

6. Conclusions 
We presented the NLTP, a project which aims to build a 
National Language Technology Platform in five EU/EEA 
countries intended for use primarily by public 
administration. The platform will initially offer what is 
needed the most by this category of users: the access to 
NMT systems (proprietary and eTranslation-based), to 
CALL environment in simple HTML interface, to 
terminology and translation memory management, but 

also to other LT services due to the platform's modular 
design. 
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Abstract
The development of language technologies (LTs) such as machine translation, text analytics, and dialogue systems is essential
in the current digital society, culture and economy. These LTs, widely supported in languages in high demand worldwide,
such as English, are also necessary for smaller and less economically powerful languages, as they are a driving force in the
democratization of the communities that use them due to their great social and cultural impact. As an example, dialogue
systems allow us to communicate with machines in our own language; machine translation increases access to contents in
different languages, thus facilitating intercultural relations; and text-to-speech and speech-to-text systems broaden different
categories of users’ access to technology. In the case of Galician (co-official language, together with Spanish, in the
autonomous region of Galicia, located in northwestern Spain), incorporating the language into state-of-the-art AI applications
can not only significantly favor its prestige (a decisive factor in language normalization), but also guarantee citizens’ language
rights, reduce social inequality, and narrow the digital divide. This is the main motivation behind the Nós Project (Proxecto
Nós), which aims to have a significant contribution to the development of LTs in Galician (currently considered a low-resource
language) by providing openly licensed resources, tools, and demonstrators in the area of intelligent technologies.

Keywords: Language technologies, Galician, linguistic rights, low-resource languages.

1. Introduction
Proxecto Nós1 (The Nós Project) is an initiative pro-
moted by the Galician Government (Xunta de Galicia),
aimed at providing the Galician language (co-official
language, together with Spanish, in the autonomous re-
gion of Galicia, located in northwestern Spain) with
openly licensed resources, tools, demonstrators and use
cases in the area of intelligent language technologies.
The execution of Proxecto Nós has been entrusted to
the University of Santiago de Compostela and is cur-
rently being carried out by a research team comprising
members of the Instituto da Lingua Galega (ILG) and
the Centro Singular de Investigación en Tecnoloxı́as In-
telixentes (CiTIUS). Nós was planned as an ambitious
initiative aimed to attract over C15 million in Euro-
pean funding. This paper presents the overall objec-
tives taking this funding into account. Currently, the
project is funded through a yearly agreement between
the Galician Government and the University of Santi-
ago de Compostela. This led to adopting a narrower
focus for the Project’s beginning (2021-2022), whose
initial planning and documentation phase started in the
last trimester of 2021 and ended in the first trimester of
the current year.
The first stage of Nós, spanning from 2021 to 2025, will
lay the foundations and provide the resources that will

1https://nos.gal/

help place Galician among the languages that realize
their full potential in the digital society and economy.
The resources, tools and applications created within
the Nós Project will improve technological support for
Galician in order to achieve full digital language equal-
ity for both the present and the future. The ultimate
goal is that Galician, as a low-to-medium resource lan-
guage, will have reached the state where it has the nec-
essary digital resources available to prosper as what is
known as a “living” language in the digital age (Gas-
pari et al., 2021).

In an effort to generate the technological support and
situational context necessary for Galician to continue
to exist and prosper as a living language in the digital
age, Proxecto Nós has been set up to address several ar-
eas from the natural language processing (NLP) realm.
Specifically, the project is organized into several sub-
projects (jointly established by the Project’s research
team and Xunta de Galicia) where each sub-project
corresponds to a major field from NLP. The eight sub-
fields are the following: (i) speech synthesis, (ii) speech
recognition, (iii) dialogue systems, (iv) error detection,
(v) machine translation (MT), (vi) text generation, (vii)
information extraction (IE), and (viii) opinion mining
and fact checking. Proxecto Nós aims to address these
eight sub-fields by first creating linguistic and compu-
tational resources in order to then build applications
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based on these resources. Such applications will act
as visible and accessible demonstrators of the technol-
ogy developed in the Project and will, in turn, produce
a tractor effect that will lead to the development of new
products (use cases).

2. Background
2.1. Context and Motivation
The development of language technologies is a strate-
gic innovation area geared towards augmenting the dig-
ital presence of a language in a society. It has been a
priority in both Spanish (e.g. Plan Estatal de Investi-
gación Cientı́fica y Técnica y de Innovación, Estrate-
gia Española de Ciencia y Tecnologı́a y de Innovación)
and European scientific planning (e.g. Horizon 2020).
Technologies such as MT, IE, text analytics, and con-
versational systems play a critical role in the digital so-
ciety, culture, and economy.
Currently, linguistic data make up a very large part of
the ever-increasing wealth of big data (Jill Evans et al.,
2018). High-demand languages, such as English, ben-
efit from a large amount of computational resources
which can help to develop NLP software and tools.
These languages benefit from a long-standing research
tradition in different areas of language development,
and their integration into artificial intelligence (AI) ap-
plications associated with the latest electronic devices
such as conversational AI or automatic dictation soft-
ware is high. Several language projects receive govern-
mental funding such as the variety of projects financed
by DARPA. Other languages that have come later to
the table of AI research, such as Chinese, are currently
following in the footsteps of English. Projects for Chi-
nese, like the one from Qian Yan at Baidu, offer signif-
icant improvements for this language.
For those languages that cover a smaller set of speak-
ers and, thus, are in lower demand, there exist efforts
from local governments and other agencies to increase
their use. A few projects similar to Nós include AINA,
which aims to develop digital and linguistic resources
for Catalan, several projects carried out at the HiTZ
Research Center for Basque, CorCenCC for Welsh in
Great Britain, and UQAILAUT for Inuktitut in Canada.
The democratization of language technologies has a
great social and cultural impact on the communities
that use them (Ahmed and Wahed, 2020). For instance,
MT increases access to contents in different languages,
thus facilitating intercultural relations; dialogue sys-
tems allow us to communicate with machines in our
own language; and semantic technologies enable ad-
vances in the automatic comprehension of texts, thus
making it possible to process enormous quantities of
documents. In the case of less-resourced languages
such as Galician, the fact of incorporating the language
into state-of-the-art AI applications can not only signif-
icantly favor its prestige (a decisive factor in language
normalization), but also guarantee citizens’ language
rights, reduce social inequality, and narrow the digital

divide (Jill Evans et al., 2018). Furthermore, the capac-
ity to model language ensures a promising future for
such technologies from both an economic and research
and innovation perspective.

2.2. State of the Art: Galician Resources and
Technologies

In 2012, work on Galician described a language with
a level of technological support that “gives rise to cau-
tious optimism”. However, the authors also highlighted
the need for creating new resources and tools for Gali-
cian, as well as directing more effort into LT (Lan-
guage Technology) research, innovation, and develop-
ment (Garcı́a-Mateo and Arza, 2012).
In the last two decades, different research projects
on Galician resulted in speech processing re-
sources such as Cotovı́a(Rodrı́guez-Banga et al.,
2012), the CORGA annotated reference corpus
(Domı́nguez Noya et al., 2020) and other specialized
corpora, both textual such as CLUVI (Gómez Guino-
vart, 2008), CTG (Gómez Guinovart, 2008), or
TreeGal (Garcı́a, 2016) and speech corpora like CO-
RILGA (Regueira Fernández, 2012) and AGO (Rei,
2017). Furthermore, there are also functional mor-
phosyntactic lemmatizers and taggers such as XIADA
(Domı́nguez Noya, 2014), FreeLing (Gamallo and
Garcia, 2013), and IXA-Pipes (Agerri et al., 2014), MT
systems like GAIO (Xunta de Galicia, nd) or OpenTrad
(Imaxin-Software, 2010), spellcheckers like OrtoGal
(TALG, 2006 2019) and grammar checkers such as
Avalingua (Gamallo et al., 2015). Also available are
language analysis and information extraction tools like
Linguakit (Gamallo et al., 2018) and language models
such as SemantiGal (Garcia, 2021), Bertinho (Vilares
et al., 2021), as well as other resources.
Furthermore, Galician is currently part of multilingual
crowd-sourced data collection initiatives carried out by
important companies on the global IT market, which
have resulted in speech databases such as Google’s
SLR77 (Kjartansson et al., 2020) and Mozilla’s Mozilla
CommonVoice 7.0 and 8.0 (Ardila et al., 2020). This
situation is reflected in a recent report on the current
state of the LT field for Galician (Ramı́rez Sánchez and
Garcı́a Mateo, 2022), which informed on the consider-
able growth in the production of high-quality Galician
resources and services, especially text resources. De-
spite the quality of these resources, it should be noted
that not all are freely and publicly available for the de-
velopment of LT.
The LT field has undergone profound changes over the
last few years since the introduction of neural network
systems. Generally, training models using these state-
of-the-art technologies requires large quantities of data
and has high energetic and computational costs, which
continues to be a challenge for low-resource languages.
However, as many recent studies show, end-to-end
technologies and open-source multilingual pre-trained
models created using large quantities of data from high-
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resource languages (Shen et al., 2018; Baevski et al.,
2020; Wolf et al., 2020) can be used, through trans-
fer learning and fine-tuning, to train models in low-
resource languages such as Catalan (Külebi and Öktem,
2018; Külebi et al., 2020) or, in our case, Galician. To
this end, the existence of resources and tools that are
freely available to the scientific and business commu-
nity is essential, and that constitutes one of the main
objectives of Proxecto Nós.

2.3. The potential of the
Galician–Portuguese connection

One of the main reasons that the Galician language is
excluded from several technological efforts is the lack
of digital resources. As an under-resourced language
(low-to-medium resources available), a large part of
the effort that the Nós project will be dedicating its
resources to is the compilation of corpora and other
linguistic resources necessary for the development of
computational models and algorithms. One advantage,
however, that Galician has over other under-resourced
languages is its close syntactic, semantic and ortho-
graphic similarity to Portuguese (Pichel et al., 2021),
a high-resource language. Indeed, Galician and Por-
tuguese are two closely-related members of the same
language family (i.e. Galician-Portuguese).
In order to get an idea of the sheer amount of text re-
sources available in Portuguese compared to Galician
we can look at the amount of pages available for both
languages on Wikipedia as an index of the online po-
sitioning of languages (a metric used by some compa-
nies like Google). There are more than a million pages
in Portuguese while in Galician there are only 176.681
(Wikistats, 2022). Moreover, Portuguese not only has a
large amount of text resources available but it also has
a large scientific community involvement resulting in a
large number of NLP tools.
The proximity between Galician and Portuguese is an
advantage of incalculable value that puts us in a very
good starting position, since the adaptation to Galician
of most of the existing resources for Portuguese would
be relatively simple. This is something that different
researchers of the Nós project have been empirically
demonstrating by using Portuguese to improve Gali-
cian resources (Garcia and Gamallo, 2010) and MT
systems (Malvar et al., 2010). Furthermore, the close
Galician-Portuguese relationship has led to members
of the Nós project being among the organizing chairs
of the PROPOR conference on the processing of the
Portuguese language, where works on Galician can al-
ready be published, being considered as one variety of
the Portuguese language space (Pinheiro et al., 2022).

3. Project Description
The Nós Project has two broad scientific and technolog-
ical objectives: (i) to integrate the Galician language
into cutting-edge AI and language technologies, thus
enabling its use in human-machine interactions; and

(ii) to produce a qualitative leap forward in the de-
velopment of language technologies for Galician. For
this purpose, resources, tools, and applications will be
developed and distributed under open licenses, which
will allow them to be integrated into existing devices
and services (such as smart speakers or conversational
agents) and future technologies.
To this end, specific objectives directly related to some
of the major NLP tasks have been established. Each of
these technological objectives will be executed as sepa-
rate sub-projects which will allow the parallel develop-
ment of different tasks and an overall more effective or-
ganization. Nonetheless, a set of general objectives are
shared by all the tasks. The general objectives are: (i)
the compilation of high-quality linguistic resources; (ii)
the elaboration of language and acoustic models (both
general-purpose and task-specific models); and (iii) the
development of applications based on these models. In
addition, the project will have a general coordination
mechanism through which resources will be distributed
and shared among the different subprojects.
The resources and models developed for each task will
be made available to the public using common dissem-
ination repositories (e.g. GitHub, Hugging Face) and
platforms (e.g. European Language Grid) , thus al-
lowing their use in all kinds of applications, services,
and products, by the scientific community, companies,
institutions, and society in general. The results will
be disseminated through a repository available at the
project’s web portal (which can be hosted on internal
servers), as well as other established and internationally
recognized repositories. Finally, the project contem-
plates the complete development of applications based
on these resources which will act as visible and accessi-
ble demonstrators of the developed technology and will
produce a tractor effect that will lead to the creation of
new products.
The general objectives, sub-projects and coordination
strategy are further detailed in sections 4, 5 and 6, re-
spectively.

4. General Objectives
The main objectives are described in further detail be-
low:

• Compilation and creation of linguistic re-
sources. In order to place the Galician language
on equal terms with other languages in the digi-
tal sphere, it is an essential requirement to have
a wide variety and large number of high-quality
language resources (annotated reference corpora,
web-scale corpora, task- and domain-specific cor-
pora, parallel corpora, knowledge bases, dictio-
naries, etc.) that allow the development of cutting-
edge technologies for Galician. These resources
will be mainly created from zero, depending on
the needs of each task. In addition, all the gen-
erated resources will be distributed under free
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licences to encourage their extension, improve-
ment, and exploitation by third parties.

• Elaboration of language and acoustic mod-
els. Besides providing the required linguistic re-
sources, statistical and computational models will
also be developed based on these resources, us-
ing different leading-edge techniques. Thus, both
pre-trained general purpose models and models
adapted to specific tasks and domains will be de-
veloped by applying state-of-the-art techniques,
mainly neural network-based deep learning. As
with the linguistic resources, these models will be
made publicly available under free licences, al-
lowing them to be freely used by companies, in-
stitutions and end users.

• Development of applications. Lastly, as final
demonstrators of the project, a set of fully func-
tional applications will be developed, which will
showcase the potential of the elaborated models
and resources. At this point, the project aims to
build both specific demonstrators for each of the
previously listed tasks, and applications that con-
nect and integrate different technologies. These
demonstrators, apart from illustrating the work
carried out in the project, will also serve to fos-
ter the development of new products bringing to-
gether new technologies and the Galician lan-
guage.

5. Subprojects
In what follows, we provide a summary of the specific
objectives for each of the eight subprojects, including
some brief technical details on the necessary linguistic
and computational resources, the proposed demonstra-
tors and possible use cases that could be developed by
third parties. Given that the project is still in its initial
stages, adjustments are expected to take place along its
execution during the next years.

5.1. Speech Synthesis
The objective of this subproject is to provide the nec-
essary means (resources and technologies) so that in-
telligent devices and systems can speak in Galician, as
a first step towards an interaction with these devices in
Galician at the same level as other languages such as
English or Spanish. To this end, we will create pub-
lic datasets that allow the development of state-of-the-
art text-to-speech conversion systems, with the abil-
ity to produce synthetic speech with different identi-
ties, styles and emotions. These datasets will contain
voice recordings obtained from phonetically balanced
corpora, with their corresponding textual transcription.
In addition to being distributed publicly, the data gen-
erated will be used to train different voice models, both
speaker-dependent and average voice models (AVM).
As demonstrators of this subproject, the following ap-
plications could be developed:

• High quality text-to-speech (TTS) conversion
system, with the ability to produce synthetic
speech with different speaker identities (possibil-
ity to choose gender, age, etc.), speaking styles
(radio news, conversation, advertising speech,
etc.) and emotional expressions (sadness, sur-
prise, joy, etc.). Among the use cases of the text-
to-speech conversion system, in addition to its in-
tegration in general-purpose applications (virtual
assistants, dialogue systems, automatic transla-
tors, etc.), it is worth mentioning the possibility of
incorporating it into applications for people with
disabilities. For instance, screen readers and audio
description systems for visually impaired people,
or mobile TTS applications specially designed for
people with speech disorders or impairments.

• Web interface for obtaining personalized syn-
thetic voices, which would allow end-users to ob-
tain a personalized speech synthesizer with their
own voice. To obtain these personalized voices,
users will have to record a small number of sen-
tences that will be used to adapt a pre-trained
AVM. The objective of this demonstrator would
be to show the potential in terms of adaptability of
the AVMs, trained from several voices. As pos-
sible use cases of this web interface, besides the
possibility of integrating such voices in different
devices (e.g. GPS), this interface could be used
to create voice backups (Erro et al., 2015; Erro et
al., 2014). This latter development would be par-
ticularly useful for people who suffer from some
kind of pathology (e.g. people who have to un-
dergo a surgery that involves the loss of voice)
to preserve the ability to communicate with their
own voice. This interface would also allow ap-
plying cross-lingual adaptation techniques (Mag-
ariños et al., 2019), with the aim of obtaining per-
sonalized synthetic voices in a different language
from the user’s original language. More specifi-
cally, these techniques would allow to obtain cus-
tomized synthesizers with the user’s voice in lan-
guages other than Galician (e.g. English, Span-
ish or Portuguese). As a direct application, these
synthesizers would allow to customize speech-to-
speech translation systems, so that the voice iden-
tity of the original speaker can be preserved in the
translated speech.

5.2. Speech Recognition
Together with the previous subproject, the ultimate
goal of the speech recognition subproject is to enable a
complete oral interaction in Galician between users and
intelligent devices. In order to achieve this goal, it will
be necessary to generate and distribute publicly a large
set of speech and text corpora, needed to train acous-
tic and language models, respectively. The proposal of
potential demonstrators for this task is as follows:

55



• General purpose automatic speech recognition
(ASR) system, able to perform across different
domains. As use cases, one of the main appli-
cations of an ASR system is to provide a voice
user interface for other systems such as virtual as-
sistants, dialogue systems, web browsers or auto-
matic translation systems. Moreover, one should
not forget the possibilities offered by ASR sys-
tems in terms of voice commands for intelligent
home devices (lighting control, thermostats, in-
truder alarms and all kinds of household appli-
ances).

• Automatic subtitling system. As a use case, this
system could be used to develop a real-time auto-
matic subtitling tool for Galician newscasts.

• Personalized automatic dictation system. The
possible use cases of this demonstrator are its in-
tegration in office software (document writing) or
mail servers (e-mail writing). Another interesting
application would be note-taking during medical
consultations. This system would allow captur-
ing patient diagnosis notes automatically, reduc-
ing the average duration of consultations.

5.3. Dialogue Systems
The main objective of this subproject is to provide
guides and packages of specific technological and lin-
guistic resources that facilitate the construction of com-
petent conversational agents in Galician. In order
for conversational agents to be linguistically and so-
cially competent, they must be provided with additional
mechanisms that allow them to handle conversational
contexts that go beyond the specific task or scope of
use of the conversation. In addition to a refinement of
conversation tracking techniques, we will combine ma-
chine learning with knowledge representation (e.g. se-
mantic networks and graphs) to reduce the amount of
linguistic data needed and take advantage of existing
resources from other languages. This is especially im-
portant in the context of Galician, which lacks a large
annotated corpus to be used in dialogue systems.
As demonstrator of this subproject, we plan to develop
the following application:

• Chatbot-like conversational agent to focus the
interaction on the input and output of text in Gali-
cian. Among the most interesting use cases we
highlight the specialization of the conversational
agent for task-oriented application domains, for
example the management of citizen appointments
for the public administration, and for a more gen-
eral scope (tourism, integration of cultural infor-
mation, etc.).

5.4. Automatic Error Detection
The linguistic correction and evaluation subproject
aims to provide the Galician language with a series

of improved applications which make it possible to
verify, correct and evaluate texts automatically at dif-
ferent levels using natural language processing tech-
niques to detect and classify errors or deviations. To
achieve this goal, we will design computer programs
for spelling, grammar and style correction based on al-
ready existing tools adapted to Galician (e.g. Galgo
by imaxin|software and Xunta de Galicia or Avalingua-
CiTIUS). These tools will be improved with the most
advanced techniques so that the identification of er-
rors regarding words in context (spelling correction)
and sequences of words and structures (grammatical
correction) reaches the state of the art for major lan-
guages. Thus, we will not limit ourselves to the iden-
tification of errors, but also on the use of appropriate
or preferred linguistic structures, lexical-semantic con-
tent and density, and the coherence and fluency of a
text. For the latter, it is necessary to have libraries and
linguistic and computational resources of greater com-
plexity, which can represent the semantic content by
grouping words and categorize texts using statistical
methods or through automatic learning based on texts
labeled by expert evaluators. As possible demonstra-
tors of this subproject, we plan to develop the follow-
ing online applications (which would be integrated in a
single tool):

• Spelling, grammar and style proofreader of
texts.

• Linguistic quality evaluator.

• Tone and sensitivity analyzer.

These applications would provide the Galician lan-
guage with a series of valuable resources to improve
the quality of the written language in all areas (educa-
tion, press, private sector, etc.). In addition, they could
be added to different programs or contexts through use
cases adapted by third parties (browsers, email man-
agers, office software, intelligent keyboards in mobile
phones/tablets, etc.). For example, as a domain-specific
use case, they could be adapted for the automatic eval-
uation of the linguistic quality of the works elaborated
by high school and university students, of the entries
in Galipedia, or even in order to adapt past literary
resources to the current Galician standard. Another
socially relevant use case is a correction/management
system that promotes inclusive language.

5.5. Machine Translation
The MT subproject consists of the development of neu-
ral translation systems that allow both native speakers
of Galician and professional companies and institutions
to translate texts and short documents quickly and ac-
curately. At present, there are different automatic trans-
lation systems with a linguistic rule-based approach,
such as the open source automatic translation service
platform Opentrad of the company imaxin—software,
which is implemented and improved in the automatic
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translator Gaio of Xunta de Galicia (AMTEGA). How-
ever, there are no state-of-the-art models based on neu-
ral AI techniques with a web interface for high quality
translations in Galician.
Our proposal includes the development of the whole
End-to-End system that consists of the research, im-
plementation and testing of an on-line MT system that
will compete with other MT systems of similar strate-
gies as those provided by companies, such as Google,
Microsoft, and Yandex, where Galician is offered as
a source language to be translated, but the quality of
translation is not yet at the level of the languages with
more resources. The improvement of translation will
be achieved by taking advantage of the highest quality
models that will be created within the Nós project.
The proposal of demonstrators for this subproject is as
follows:

• NMT translator from Galician to other lan-
guages and vice versa. The defined strategic
language pairs are Galician-Spanish, Galician-
Portuguese and Galician-English, although other
pairs could be incorporated later on. As use cases,
these general translating systems, including the
linguistic resources used for their implementation,
could be adapted for specific domains by third par-
ties.

5.6. Text Generation
The main objective of this subproject is to focus on
the development of computational and linguistic re-
sources for the automatic natural language generation
(NLG) of texts in Galician language. The focus is on
data-to-text resources, since most of the resources of
interest in the text-to-text area are already dealt with
in other subprojects. We will address the two exist-
ing approaches for this type of systems: the traditional
template-based approach and more recent end-to-end
approaches based on different deep learning artificial
neural network architectures. Both approaches present
major scientific and technological challenges and re-
quire the development of computational and linguistic
resources for the construction of impactful systems and
applications. One of these challenges is the reliability
of validation by automatic metrics of neural end-to-end
systems, especially in critical applications. Thus, it will
be necessary to design strategies to contrast and ver-
ify the texts generated by data-to-text neural systems
with respect to the original data and to develop the nec-
essary technology that facilitates this verification in a
semi-automated way. A critical aspect when defining
demonstrators in the NLG environment is their abil-
ity to transmit information to visually impaired people,
when combined with text-to-speech systems, as well
as to overcome the limitations of small display devices
(mobiles, tablets, etc.) where graphical visualization is
not suitable.
The demonstrators that we aim for in this area are:

• Automatic generator of different types of visu-
alization graphs (time series, bar charts, trend
charts, etc.) of a generic type, which are com-
monly used in all types of reports.

• Automatic real-time data report generator,
with direct application in the industrial sector
(ICT, production or industrial plants, logistics,
etc.).

• Abstractive summarizer of a general type based
on end-to-end models.

The technology developed for these demonstrators can
prompt impactful use cases such as the automatic gen-
erator of weather forecasts and environmental informa-
tion, the automatic generator of medical reports from
the data available in the medical history, an automatic
generator of banking or personal economy reports or an
automatic generator of informative chronicles, among
many others.

5.7. Information Extraction
This subproject will focus on developing a set of text-
to-data techniques for discovering and extracting rele-
vant and salient knowledge from large amounts of un-
structured Galician text. Its main goal is to extract
knowledge elements or regular patterns from a collec-
tion of documents, especially content extracted from
the web and social media. Since the extraction task is
a very broad set of techniques, before going into the
description of the specific demonstrators, it is neces-
sary to define several empirical challenges such as (i)
semantic relation extraction, (ii) named entity recogni-
tion (NER), (iii) entity linking, (iv) event detection, (v)
topic modelling for unsupervised document classifica-
tion, or (vi) keyword and terminology extraction. Once
these information extraction techniques have been dealt
with, some examples of possible demonstrators that we
plan to develop are:

• Question answering system (QA) of encyclope-
dic character. A QA system mainly based on un-
supervised learning needs NER and relation ex-
traction techniques to structure the information
from a source corpus (e.g. Galician Wikipedia),
and thus be able to map the question with the ex-
tracted information and candidate to be the most
successful answer. The development of this sys-
tem also involves the semi-automatic construction
of a knowledge base or ontology where the ex-
tracted information is organized.

• Semantic annotating tool with linked data for
the creation of teaching materials in Galician: By
means of NER and entity linking, we proceed to
the enrichment of teaching materials in Galician.
For example, new information can be added to the
terms and entities identified in a text by linking
them to the corresponding entries in the Galician
Wikipedia.
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• Document classifier. This system can be applied
to any collection of Galician documents to be
organized and grouped into non-predefined clus-
ters. For this demonstrator, it will be necessary to
take into account terminology extraction and topic
modeling algorithms.

• Extractive summarizer that extracts relevant
chunks from input documents to build summaries
of different sizes, according to the users’ needs.
Extractive summarization techniques based on
prior identification of relevant keywords and mul-
tiwords will be explored.

In addition to these demonstrators, the tools and mod-
els elaborated have the potential of giving rise to a wide
variety of use cases from third parties, such as a process
model generator from medical reports or a detector of
depression signals in social networks, which would re-
quire most of the information extraction techniques de-
veloped in the scope of the project.

5.8. Opinion Mining and Fact Checking
This subproject will focus on providing the necessary
resources and technologies to carry out basic opinion
mining and fact checking analyses in Galician. To carry
out the task of opinion mining, we will explore unsu-
pervised strategies based on the use of polarized lex-
icons as well as supervised techniques dependent on
annotated corpora with information about the polarity
of the texts. Besides the generic models created with
large corpora, it will be necessary to elaborate polar-
ized lexicons using automatic and semi-automatic tech-
niques, as well as to annotate new datasets with polar-
ized texts. The classifiers created will take into account
morphosyntactic and syntactic analysis to deal more
correctly with complex linguistic phenomena such as
negation and compositionality (Vilares et al., 2017).
They will also take into account the information pro-
vided by a NER for the identification of entities men-
tioned in the text. This information is crucial in order
to implement surveillance and monitoring systems on
those entities, namely, products, companies, organiza-
tions, people, etc.
Regarding the verification or checking of factual in-
formation, we will distinguish, on the one hand, the
process of extracting verifiable factual information (or
facts) and, on the other hand, the process of verifica-
tion of the factual content itself. For the first process,
it is essential to consider factual information extrac-
tion tools, such as those derived from the extraction of
open information, focused on the identification of ba-
sic propositions in the input text. It is also essential to
have information resources where news and informa-
tion contrasted in reliable sources and knowledge bases
are compiled. For the checking process, we use tex-
tual semantic techniques focused on the computation
of sentence similarity with neural networks and trans-
formers. These techniques allow us to compare the sen-
tences that convey factual information, extracted from

the input texts, with truthful data previously contrasted
in knowledge bases and reliable sources.
Taking the above into account, we consider building the
following demonstrators:

• Monitoring system of Galician products, com-
panies and organizations.

• Map of the best-valued Galician locations in
real time.

• Bilingual (Galician-Spanish) news checker.

• App focused on the identification of Galician
toxic bots on Twitter.

From the generic linguistic resources and language
models used to implement these demonstrators, it will
be possible to successfully develop use cases adapted
to specific domains, such as, for example, a system for
monitoring the products of a specific company, a map
of top-rated Galician tourist sites, or a fact checker in
the health domain specialized in detecting false rumors.

6. Project Management
The established scientific and technological objectives
are organized into a set of work packages (WPs) whose
interrelation is illustrated in Figure 1. Each of these
WPs, briefly described below, comprises a series of
tasks and deliverables that guarantee the fulfillment of
the project’s objectives:

• WP1 – Global project management. The goal
of this work package is to ensure the effective co-
ordination and management of the different sub-
projects as well as the overseeing of the deliver-
ables, without forgetting the ethical and legal di-
mensions.

• WP2 – Monitoring, evaluation, and continuous
contribution to the state of the art of science
and technology. This work package comprises
the development of a methodology for monitoring
the state of the art of all the tasks involved in the
project. This will allow the design of an exper-
imentation plan suitable for each of the subpro-
jects, which will be developed in the work pack-
ages 3, 4 and 5. This design might be updated as
the state of the art evolves.

• WP3 – Obtaining and creating high-quality
language resources. The aim of this work pack-
age is to develop different types of high qual-
ity corpora (spoken and written) containing deep-
annotated linguistic information. In general, three
types of corpora will be needed: on the one hand,
a reference corpus for Galician and a web macro-
corpus, both to be used by all the subprojects; and,
on the other hand, different purpose-specific cor-
pora (datasets).
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• WP4 – Construction and evaluation of state-
of-the-art language and acoustic models. This
package will focus on the development of differ-
ent models for all the subprojects and tasks (lan-
guage models, acoustic models, etc.) from the
resources obtained in package 3. This will in-
volve the use of different linguistic tools (either
adapted or created from zero) and state-of-the-art
deep learning techniques.

• WP5 – Development and evaluation of demon-
strators and use cases. The purpose of this pack-
age is the development of the agreed set of demon-
strators and use cases, as well as the methodolo-
gies and systems necessary for their proper eval-
uation, whether perceptual or automatic. To this
end, both objective and perceptual performance
measures will be used.

• WP6 – Publication and dissemination. This
package includes the publication of the project’s
outcomes (models, tools, demonstrators and use
cases) for their general use, the divulgation of sci-
entific results (publication in specialized journals
and conference proceedings), as well as the launch
of different calls for interest. It also envisages the
development of an online repository that will al-
low not only testing the different demonstrators,
but also freely downloading all the resources and
the associated source code.

The central workflow of the project encompasses work
packages 3, 4 and 5. These packages are the cor-
nerstone of the project since they focus on the most
relevant scientific and technological tasks: the devel-
opment of linguistic resources, language and acoustic
models and demonstrators.

Figure 1: Interrelation among the different work pack-
ages that make up the project.

7. Current Developments and Future
Work

Among the initial results of the project, we can high-
light the first crawl of a web-based Galician corpus and

a language model based on the CCNet tools and data
(Ortega et al., 2022b), the development and testing of
two BERT language models (with 12 and 6 layers, re-
spectively) (Garcia, 2021), as well as the development
and testing of a Spanish-Galician neural machine trans-
lation (NMT) system prototype (Ortega et al., 2022a).
For the current year, Proxecto Nós aims to keep gen-
erating linguistic and computational resources to ex-
plore different subprojects. Specifically, work will be
carried out on the design and recording of a high-
quality speech corpus of sufficient size so as to al-
low the training of TTS state-of-the-art models. On
the other hand, a speech corpus for ASR will be com-
piled. In addition, parallel Galician-Spanish, Galician-
English, and Galician-Portuguese corpora will be com-
piled and used, together with existing multilingual cor-
pora, for the development of NMT systems. Addition-
ally, a web-scale Galician text corpus will be compiled,
larger than the one already constructed, to be used in all
the subprojects working with written text included in
Nós. Based on these resources, new language models
will be developed using different state-of-the-art tech-
niques, as well as demonstrators or prototypes of a TTS
system, translation system, and automatic text genera-
tor for Galician. At the same time, efforts will focus on
extending and improving the first systems developed,
and on validating the results obtained via the creation
of high-quality gold standards.
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estatı́stico inglês-galego a partir do corpus paralelo
europarl inglês-português. Linguamática, 2(2):31–
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