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Abstract
Subjective factors affect our familiarity with different words. Our education, mother tongue, dialect or social group all
contribute to the words we know and understand. When asking people to mark words they understand some words are
unanimously agreed to be complex, whereas other annotators universally disagree on the complexity of other words. In this
work, we seek to expose this phenomenon and investigate the factors affecting whether a word is likely to be subjective, or
not. We investigate two recent word complexity datasets from shared tasks. We demonstrate that subjectivity is present and
describable in both datasets. Further we show results of modelling and predicting the subjectivity of the complexity annotations
in the most recent dataset, attaining an F1-score of 0.714.
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1. Introduction
Lexical Complexity Prediction (LCP) has applications
in Text Simplification (Zampieri et al., 2017), as well
as Readability Assessment (Ehara, 2020). It is the task
of identifying how complex a word is likely to be for
an end user. Similarly, Complex Word Identification
(CWI) is the task of identifying whether a word is com-
plex or not. In both these tasks, disagreements natu-
rally arise between annotators seeking to faithfully give
their subjective opinions on the difficulty of the words
in question. Take, for example the following sentence,
taken from the CWI2018 shared task data (Yimam et
al., 2017):

“A man and a woman questioned on suspi-
cion of assisting an offender have been re-
leased.”

The marked token (offender) may be considered com-
plex by some and simple by others. In fact this example
split the pool of annotators, being marked complex by
50% of the annotators and simple by the rest. This is
not always the case though, and there are also words
that are consistently annotated. For example, in the
LCP2021 data (Shardlow et al., 2022), the following
example is given:

“Similarly, changes in synaptic plas-
ticity due to Ca2+-permeable AMPARs
[51,52,60], e.g., in piriform cortex, might
alter odor memorization processes.”

Clearly, here the entire context is very hard to under-
stand, and the term in that context (synaptic plasticity)
is inaccessible to a non-domain expert. As such, the
term was annotated as the highest level of difficulty by
all but one annotator.
Similarly, in the following context, also taken from
LCP2021 all annotators chose the easiest level of diffi-
culty for the token hand:

“But he, beckoning to them with his hand to
be silent, declared to them how the Lord had
brought him out of the prison.”

We can draw from these few examples that there are
clear cases where annotators agree, and clear cases
where annotators do not agree. These exist across mul-
tiple datasets and are not merely a factor of the token’s
complexity (i.e., we may naı̈vely assume that everyone
agrees on simple words, but differs on complex words,
or vice versa). For sake of ease, we will refer to sub-
jectivity in the remainder of this paper in the context of
the subjectivity of complexity.
These initial insights allow us to form the following
research hypotheses and questions:

RQ1: Can we distinguish words with subjective or
consistent complexity? Are they the same across
different datasets?
RH1.1: We can identify from existing datasets

clear patterns of subjective and non-
subjective complexity annotations.

RH1.2 The subjective and non-subjective com-
plex words will be the same across datasets.

RQ2: What factors model subjectivity?
RH2.1: Lexical ambiguity will correlate to sub-

jectivity.

RH2.2: Lexical frequency will correlate to sub-
jectivity.

RH2.3: Psycholinguistic norms will correlate to
subjectivity.

RQ3: Can we reliably predict which words are likely
to be consistently annotated as complex or sim-
ple, and which words are likely to be subjectively
complex?
RH3.1: Classical machine learning classifiers

can predict subjectivity based on the lexical
factors identified.
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To answer these questions, the remainder of the paper
is structured as follows: We define the notions of com-
plexity and subjectivity in Section 2 and explore this
in a concrete manner in Sections 3 and 4, which cover
datasets from two shared tasks. We also discuss the
internal mechanisms that were used during annotation
and demonstrate the subjectivity that is present, which
addresses RH1.1. Section 5 compares the two datasets
in terms of the words that are found to be consistent
or subjective and addresses RH1.2 accordingly. Sec-
tion 6 identifies a number of pertinent features taken
from the CWI/LCP literature and uses statistical meth-
ods to determine their relation to the subjectivity, ad-
dressing RH2.1–3. We build various classifiers to pre-
dict subjectivity in Section 7, which allows us to an-
swer RH3.1. The paper concludes with a discussion
of the work (Section 8) and a short discussion of the
limited related works that exist (Section 9).

2. Definitions
We make an initial definition of the notion of subjectiv-
ity as follows. We build on this definition in the context
of two datasets in Sections 3 and 4.

The complexity of a word is considered sub-
jective if the returned complexity labels for
that word span a range of complexity values.

More formally, we can define a complexity annotation
scheme as taking vocabulary items vi from some vo-
cabulary V and presenting them to a discrete set of n
human annotators h1, ..., hn, drawn from a pool H of
size at least n who each return some label l drawn from
a discrete ordinal integer label set L. An annotation ai
can be defined as a point in the relation A = H × L
and each vi receives n annotations which can be rep-
resented as a vector −→a (with indices a1...an). Given
these conditions, we can define 2 properties, complex-
ity and subjectivity as follows. The complexity of a
vocabulary item vi is the mean of the ordinal values of
the labels in the annotations:

Complexity(vi) =

∑N
j=1 aj

n
(1)

Similarly, we can use these definitions to define a for-
mal measure of subjectivity modelled on the average
absolute deviation of −→a :

Subjectivity(vi) =

∑n
j=1 |Complexity(vi)− aj |

n
(2)

We may also define thresholds for complexity Tc and
subjectivity Ts by which we define a vocabulary item
as holding the property of complex or subjective:

Complex(vi) → Complexity(vi) > Tc (3)

Subjective(vi) → Subjectivity(vi) > Ts (4)

Tc may be sensibly set at 0.5 in complexity research,
although this could be varied depending on the require-
ments of an application. Ts will be some function of
the magnitude of L (i.e., the more categories to choose
from, the wider deviation is acceptable before cross-
ing the subjectivity threshold) and also of N (i.e., the
more annotators that we have, the more potential for
subjectivity). We propose the following definition for
determining a subjectivity threshold as follows:

Ts = α× |L| × n (5)

where α is a normalising constant set to some small
value between 0 and 1. We report on empirical values
of α in the next two sections.

3. Subjectivity in CWI2018 Annotations
The CWI2018 data covered Wiki text and Newswire
data. Annotators were asked to identify any word or
span that they found to be complex in a context. Each
context was presented to 20 annotators, of which 10
were native speakers of English and 10 were not. This
resulted in 20 binary annotations for each identified
term which indicated whether an annotator considered
that term complex. These binary annotations were rep-
resented by the ordinal labels 0 and 1 such that if every
annotator agreed a word was complex it would have 20
positive annotations and get a score of 1. If no annota-
tor considered a word complex it would have 20 zeroes
and be given an overall score of 0.
Interestingly from the point of view of subjectivity, an-
notator disagreement is directly modelled in the com-
plexity labels. As in the initial example given in the
introduction, if 10 annotators found a word to be com-
plex, whereas 10 found it to be simple, the word would
be given a score of 0.5, according to the formulae given
in Section 2.
We investigate the nature of subjectivity in the English
portion of CWI2018 data through the 3 plots in Fig-
ure 1. We firstly show in Figure 1a the distribution of
subjectivity values in the CWI2018 dataset. These val-
ues were calculated using the formula for subjectivity
given above. It is clear that most items in the dataset
fall in the lower end of the subjectivity — coming in the
0.0–0.1 bin. These represent both complex and simple
words, although the majority are simple words due to
the nature of the dataset. There are a number of words
in the subsequent bands, with the highest bin (0.4–0.5)
having just under 3000 examples. Figure 1b shows the
relationship between subjectivity and complexity in the
binary annotation setting of CWI2018. The bell curve
that arises represents the fact that the lowest-subjective
elements are those with high or low complexity (every-
one agreed either way), whereas the most subjective el-
ements are those with a mid-level complexity (half the
annotators said simple, the other half said complex).
Finally, Figure 1c shows the effect of varying alpha
(And hence the threshold) on the proportion of words
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(a) A histogram showing the distribution of the subjectivity
values in the CWI2018 data. Whilst most data is of low-
subjectivity. There are clear examples on the right of the graph
where annotators disagreed.
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(b) Subjectivity vs. complexity. The bell curve arises due to the
binary annotation scheme as described in Section 3.
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(c) The result of varying the subjectivity threshold according to
α. Around 40% of the instances are considered subjective at
low values of α.

Figure 1: Analysis of the subjectivity values in the
CWI2018 dataset annotations.

that are considered subjective. A subjectivity thresh-
old above 0.5 (α = 0.0125) leads to no words being
considered subjective. Figure 1c demonstrates that the
subjectivity threshold can be empirically set to deter-
mine the words that are determined as subjective. A
subjectivity threshold of 0.4 (α = 0.01) would result in

5% of instances being considered subjective, whereas
a lower threshold of 0.2 (α = 0.005) would result in
15% of instances considered subjective. A few exam-
ples of words across subjectivity values are described
in Table 1.

Subj Terms
0.0 back, bomb, censorship, death, instilled

0.25 assets, cushion, launches, previously
0.5 approaching, credence, overspending, slash

Table 1: Terms by subjectivity for CWI2018

We can see from Table 1 that both simple (back, town)
and complex (censorship, instilled) terms were agreed
upon by all annotators. The most controversial words
are typically longer words that may require some sub-
jective or domain knowledge to fully understand.

4. Subjectivity in LCP2021 Annotations
Whereas the CWI2018 data used binary annotation
(L = {0, 1}) the LCP2021 task used a 5-point Lik-
ert scale (L = {0, 1, 2, 3, 4}). This allows annotators
to agree on points in the Likert scale that do not rep-
resent the poles of the scale. For example, annotators
may all agree that an instance is of medium complexity
with a subjectivity of 0. Equally, annotators may nearly
agree, centering around a given point, but disagreeing
(within varying margins) from that point. Finally, it is
possible that an instance might polarise the annotator
pool. For example, if an instance is ambiguous one set
of annotators may interpret in one way, whereas an-
other take another interpretation. The first interpreta-
tion might lead to annotations of simplicity, whereas
the latter leads to annotations of difficulty — creating
a multi-modal distribution in the returned annotations.
This has some negative ramifications for the definition
of complexity used in this work, as the mean implicitly
assumes a normal distribution. The complexity is still
reflective of a central point in the annotations, but not a
maximal point in this scenario. However, for our def-
inition of subjectivity, the case of multi-modal distri-
butions will still lead to high subjectivity values as the
multiple modes will be separated from the centralised
complexity value. In any case, this may become more
of an issue with continuous annotations, as opposed to
a 5-point Likert scale, where the few points in the scale
force annotator decisions around common poles.
To investigate the phenomenon of subjectivity in the
LCP2021 data, we applied the same transform follow-
ing the equations from Section 2 to the original anno-
tations to give a complexity and subjectivity value for
each instance. The number of annotations for each in-
stance in the LCP2021 data is 10. We demonstrate the
subjectivity of these annotations by creating the same
figures as for the CWI2018 data, as shown in Figure 2.
Figure 2a demonstrates the distribution of subjectivity
values in our dataset, with a mean around 0.6 and sub-
jectivity ranging from 0 to 1.5. (N.b., subjectivity is
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(a) A histogram showing the distribution of the subjectivity val-
ues in the LCP2021 data.

0.0 0.2 0.4 0.6 0.8 1.0
Commplexity

0.0

0.1

0.2

0.3

0.4

0.5

Su
bj

ec
tiv

ity

(b) Subjectivity vs. complex-
ity with 2 labels.
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(c) Subjectivity vs. complex-
ity with 3 labels.
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(d) Subjectivity vs. complex-
ity with 4 labels.
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(e) Subjectivity vs. complex-
ity with 5 labels.
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(f) The result of varying the subjectivity threshold according to
α.

Figure 2: Analysis of the subjectivity values in the
LCP2018 dataset annotations.

not capped at 1 as it is a function of the ordinal labels
which range from 0-4). The distribution appears to be
Gaussian, with a left skew. The range of the values can
be interpreted in the context of the number of labels
available. A subjectivity of 0.6 means that the anno-
tations were within 0.6 points of a label of each other.
The maximum possible subjectivity in a 5-label anno-

tation setting would be where an equal number of anno-
tators have selected polarised values. (i.e., 0 and 4). In
this case, the complexity of the annotations for any N
would be 2, as would the subjectivity. So a subjectivity
of 1.0 in this setting is half of the theoretical maximum
possible subjectivity. Almost all of the annotations fall
below this mark.
To further investigate the effect that the number of an-
notators has on the distribution of the annotation with
respect to complexity, we first recast the 5-point scale
as a binary annotation. We further recast the problem
as a 3 and 4 point annotation problem by relabelling
in the manner described in Table 2, where the top row
describes the original annotation point and the subse-
quent describe the transformed point. 1 Applying the
transform allowed us to produce the graphs in Figures
2b–2e.

Original 0 1 2 3 4
2-label 0 0 1 1 1
3-label 0 0 1 2 2
4-label 0 1 2 2 3

Table 2: Label transforms used.

To describe the boundaries of the graphs in Figures 2b–
2e, we can consider that the y-axis is determined by the
complexity and the x-axis is determined by the subjec-
ctivity. In the simplest case (Figure 2b) a parabola is
formed as the subjectivity requires the complexity to
be calculated, summing the number of instances once
to calculate the mean and then again to calculate the
subjectivity (hence x2). It is logical to consider that
when we have only labels 0 and 1, the subjectivity will
be 0 when the complexity is 0 and the subjectivity will
be 1 when the complexity is 1 (as these cases can both
only arise when the vector is all zeroes, or all ones).
Similarly, when the complexity is 0.5, the subjectiv-
ity is also 0.5 as this arises when the annotator pool is
perfectly polarised (i.e., half have chosen zero and half
have chosen one).
Let us then consider the more complex case of Figure
2c. In this graph there are 3 labels available to the an-
notators. We can see that the annotations fall in a space
that can be described by three boundaries. The upper
boundary is described as above, the case where the an-
notation vector contains only instances of 0 or 2 (2 be-
ing the largest possible annotation). It is the same curve
as in Figure 2b, but is twice as high and twice as wide.
There are also two clear lower bounds in the graph.
The first, between 0 and 1 on the x-axis is described
by the curve in Figure 2b as it is the case of annotations
which contain only zeroes and ones (i.e., no twos). The
second, falling between one and two on the x-axis is

1The relabelling is done in arbitrary manner to enable us
to investigate the same effect in the 2, 3 and 4 point setting.
It is not intended as a robust means of reducing the number
of labels in an annotation setting.
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described by a new curve, which is the same shape as
the other two, but similarly described by the annotation
vectors containing only 1’s and 2’s.
Given the description of Figures 2b and 2c above, it
should be clear what is happening in the more complex
Figures 2d and 2e. In these, the upper bound is simi-
larly described by the polarised case between the first
and last labels, whereas the lower bounds are described
by the polarised cases between successive labels. This
gives rise to the effect that subjectivity minima appear
at each ordinal label (i.e., when all annotators selected
that label) and that a single maxima appears at com-
plexity = 0.5, when half the annotators selected the
lowest possible annotation and the other half selected
the highest.
Considering Figure 2e, which represents the original
labels in the LCP2021 data, we see that the spread of
annotations covers almost the entire possible space. We
can observe that lower subjectivity occurs at the two
ends of the scale (0.0 and 4.0), with similarly lower
values for subjectivity appearing at 1.0 and 3.0. In-
terestingly, where there should be a minima at 2.0,
this is missing, indicating that annotators were unlikely
to agree on the ‘Neutral’ category in the annotation
scheme. The observed maxima is around 1.75, indicat-
ing that the top portion of potential subjectivity values
is missing as the maximum possible subjectivity would
be 2.0.
We also analysed the threshold for subjectivity predic-
tion and report our results in Figure 2f. This follows
an inverse-S curve, in line with the normal distribu-
tion of subjectivity shown in Figure 2a. Again, we are
not seeking to give a specific value for the subjectiv-
ity threshold here, but rather attempting to expose the
behaviour of the thresholded values. We can see that
a threshold of 0.25 (α = 0.005) will result in around
95% of terms being considered subjective, whereas a
threshold of 0.5 (α = 0.01) will result in around 60%
of the terms being considered subjective.

5. CWI2018 vs. LCP2021
Using the data above we can draw several compar-
isons between the two prominent existing datasets for
CWI/LCP annotation. First of all it is clear from Fig-
ures 1a and 2a that the underlying distribution of sub-
jectivity in CWI2018 and LCP2021 is fundamentally
different. This is due to the existence of many more
agreed upon simple terms in CWI2018. By compari-
son, the LCP2021 data contains much more subjectiv-
ity than the CWI2018 data. Whereas the majority of
instances in the latter dataset have a subjectivity close
to 0, the subjectivity in the LCP data is centered around
0.4-0.6 (i.e., around half a point on the Likert scale).
This is a factor of the way in which each dataset was
annotated. In the CWI2018 data, annotators were pre-
sented with a context and asked to identify any com-
plex terms. If a term was identified by at least one
annotator, it was included in the dataset. This leads

to the case where many terms were annotated by only
a single annotator, having an annotation vector with
a single 1 and the rest 0’s. In our definition of com-
plexity/subjectivity this is labelled as low-complexity,
low-subjectivity. But it may be the case that the non-
annotations of the term are really just the other annota-
tors neglecting to annotate that term, rather than a con-
firmation of the term’s simplicity. Contrastingly, the
LCP2021 data presented annotators with specific terms
and requested an annotation decision for every given
term. This means that every annotation in the dataset
is representative of a meaningful decision by the an-
notator. Clearly, this has led to more subjectivity in
the range of annotations that are returned for LCP2021
than CWI2018.
The range of subjectivity with respect to complexity
values is also larger in the LCP2021 data as a result
of the labels on a 5-point Likert scale that were em-
ployed. This can be seen when comparing Figure 1b
to Figure 2e. Whereas for the CWI2018 data, the sub-
jectivity values are linked directly to the complexity,
the LCP2021 data has a range of subjectivity values
for each complexity value. This is because each pos-
sible complexity value could be made up of many dif-
ferent annotation vectors. E.g., a complexity value of 2
could be made up of 10 annotations of 2 or 5 annota-
tion of 1 and 5 annotations of 3, as well as many other
ways. Whereas the former would have a low subjectiv-
ity value, the latter would have a higher subjectivity as
the annotators agreed less.
The subjectivity threshold behaves in a similar way be-
tween the two datasets. Both produce an inverse S-
curve in Figures 1c and 2f. The α value was used to
determine common thresholds and across our 2 datasets
it allows for a similar threshold to be set given differ-
ent values of α. Further work on datasets with differ-
ent values of n and L is needed to determine the ro-
bustness of α to these values. Both curves follow a
stepped curve, due to the different values that could be
produced by the formula for subjectivity operating on
a fixed size vector of integers. The LCP2021 data has
more levels, producing a smoother curve as it has more
labels in the annotation scheme — allowing for a wider
range of final values.
We further compared the subjectivity values for com-
mon words between the CWI2018 and LCP2021
datasets. To do this, we took the subset of instances
containing tokens that occurred in both datasets (n =
26166) and calculated Pearson’s correlation between
the subjectivity values in both datasets. The correla-
tion was low at 0.189, indicating that the subjectiv-
ity for specific words in the two datasets is not well-
aligned. This may seem surprising, as we would ex-
pect subjective words in one dataset to also be sub-
jective in another dataset, however given the findings
presented so far on the nature of subjectivity in each
dataset and the description of the differing annotation
protocols employed, it is conceviable that the discrep-
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ancy is in fact due to the differences in the datasets’
construction and that future datasets following either
protocol would have higher correlation.

6. Factors Affecting Subjectivity
To investigate our second research question, we adopt
the LCP2021 data and perform a correlation analysis
with a number of features which are used elsewhere in
the literature to determine the complexity of a word.
The feature categories and specific features, with iden-
tifiers are listed below:

Lexical Ambiguity:

Number of WordNet Senses (LA1): The num-
ber of synsets that the wordform appears in
within WordNet.

WordNet Tree Depth (LA2): The depth at
which this word appears in the WordNet
Tree.

Number of WordNet Hyponyms (LA3): The
number of hyponyms (words with a more
specific meaning) that this word has in
WordNet.

Lexical Frequency:

Web1T Frequency (LF1): The frequency of the
term in the Google Web1T unigram dataset
(Brants and Franz, 2006).

Subtlex Frequency (LF2): The frequency of the
term in the Subtlex dataset (Van Heuven et
al., 2014).

log Web1T Frequency (LF3): log(LF1)

log Subtlex Frequency (LF4): log(LF2)

MRC Psycholinguistic Norms:

Familiarity (PN1): How likely the word is to be
known.

Concreteness (PN2): The degree to which the
word represents a grounded concept.

Imageability (PN3): The degree to which the
referent of a term can be visualised.

We use Pearson’s correlation to determine the relation-
ship between the subjectivity values for LCP2021 and
the features we have determined above. These are pre-
sented in Table 3, where we also include the correlation
with complexity for reference. The correlation between
the complexity and subjectivity values was 0.641.
Table 3 shows that the features we tried have a weak
negative correlation with subjectivity. The correlation
with the lowest magnitude (LA2, WordNet Tree Depth)
is -0.094 and the highest (LF4, Log SUBTLEX Fre-
quency) is -0.412. The correlation values for subjec-
tivity are typically in line with, although slightly lower
than those for complexity, except in the case of LA2
and LF3, which both show a larger discrepancy, al-
though the reason for this is unclear.

7. Predicting Subjectivity
Finally, we train several models to predict subjectivity
in the LCP2021 dataset. This could enable future appli-
cations to not only determine which words are complex
or simple, but also determine whether a word is likely
to split the opinions of users. This may be useful for de-
termining simplification and personalisation strategies,
or for better understanding the nature of a complex-
ity value that is returned by a system. For example,
if a system returns a neutral complexity, it is helpful
to know if that value is likely to be agreed upon, or if
some users will find the word difficult, whereas others
will find it easy (giving an average of neutral).
We first select a subjectivity threshold of 0.68, which
splits the data into 50% subjective and 50% non-
subjective. Duplicate tokens in the dataset were re-
moved, leaving 5,617 instances. We did not take con-
texts into account, as our features are context-free. We
then created a training (70%) and testing (30%) set for
our experiments.
We selected a Support Vector Machine (SVM), Ran-
dom Forest (RF) and AdaBoost (AB) classifier from
SciKitLearn and trained each one on our dataset. We
did not tune the hyperparameters. We used all features
described previously in Section 6. All results are re-
ported on a single final run on the test set. We report
the Precision, Recall and F1 score for both the Subjec-
tive and Non-Subjective classes in Table 4.
Our results are intended to demonstrate that subjectiv-
ity can be predicted using the features we have iden-
tified, as well as to give some simple baseline results
for performance on this task. The scores indicate a rea-
sonable predictive power, with AdaBoost giving an F1
score of 0.713 on the subjective class and 0.645 on the
non-subjective class.

8. Discussion
8.1. Answers to Research Hypotheses
The answers to our initial research hypotheses stated
earlier are given below:
RH1.1: We demonstrated that we could identify sub-
jective and non-subjective annotations through the use
of an equation for determining a subjectivity value and
setting a threshold. We investigated the nature of sub-
jectivity in the CWI2018 and LCP2021 datasets and
demonstrated that both datasets contain a range of sub-
jective and non-subjective annotations.
RH1.2: We found a low correlation between the sub-
jectivity values for common terms in the two datasets
we studied. Our analysis showed that the nature of sub-
jectivity in these datasets is different, leading to the dis-
crepancy.
RH2.1–2.3: We demonstrated that all of our feature
categories had a low, but meaningful correlation with
subjectivity. The features that we selected are also cor-
relative with complexity and, as subjectivity and com-
plexity are correlative with each other, we were able to
use these features for subjectivity too.
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LA1 LA2 LA3 LF1 LF2 LF3 LF4 PN1 PN2 PN3
Complexity -0.387 -0.229 -0.197 -0.330 -0.246 -0.443 -0.573 -0.351 -0.331 -0.314
Subjectivity -0.265 -0.094 -0.167 -0.283 -0.222 -0.271 -0.412 -0.274 -0.258 -0.245

Table 3: Correlation analysis between common lexical features and complexity/subjectivity in the LCP2021 dataset

Method Subjective Non-Subjective
P R F1 P R F1

RF 0.658 0.681 0.669 0.656 0.632 0.644
SVM 0.623 0.836 0.714 0.736 0.476 0.579
AB 0.660 0.775 0.713 0.715 0.586 0.645

Table 4: Results of predicting which instances in the dataset will be subjective

RH3.1: We were able to predict the subjective label
of the words in the LCP2021 dataset with an F1 score
of 0.71. This demonstrates that subjectivity is a pre-
dictable phenomenon and we hope that in light of this
finding future researchers will consider complexity in
light of subjectivity.

8.2. Threats to Validity
One deficiency in our work is that we have not taken
context into account. In the LCP2021 and CWI2018
annotations words were presented in context and the
labels were given for the word in context, not for the
word itself. This meant that repeated instances of a
word had different annotation vectors and hence com-
plexity labels (as different word senses, etc. affected
the complexity). In our work, we have selected a single
instance of each token, reducing the dataset size and ig-
noring the context. We expect to be able to address this
in future work by investigating the context sensitivity
of lexical subjectivity, in relation to complexity as well
as other tasks.
The definition of complexity was formalised for this
paper. Whilst this is reflective of the processes un-
dertaken in previous papers to the best of the authors
knowledge and given the reporting in previous work, it
is possible that some unreported factors of the process
are missing from our definitions. The measure of sub-
jectivity was also determined within the scope of this
work and is not adopted widely by the community. We
hope that this work will introduce the notion of subjec-
tivity and allow researchers working on lexical com-
plexity to consider their annotations in the context of
subjectivity.
Finally, a threat to the validity is that the work is done
on secondary datasets. In the scope of this work, we
have no control over the quality of the annotations that
have been undertaken. Each dataset is reported on ex-
tensively in its own paper which detail the quality con-
trol mechanisms used to ensure that the annotators were
doing the task expected of them.

9. Related Work
Complex Word Identification was first proposed as an
initial step in the lexical simplification pipeline (De-

vlin, 1998). Efforts to automatically predict complex
words (Shardlow, 2013) using machine learning tech-
niques showed this to be possible. The task was pop-
ularised by shared tasks (Paetzold and Specia, 2016;
Yimam et al., 2018), where winning systems typically
used feature based approaches (Gooding and Kochmar,
2018). Recently, the LCP2021 shared task (Shardlow
et al., 2021) introduced continuous complexity predic-
tion, as opposed to the binary or probabilistic predic-
tion seen prior. High-ranking systems used either trans-
former based models (Yaseen et al., 2021) or feature
engineering approaches (Mosquera, 2021).
Further work in CWI/LCP has sought to adapt the prob-
lem to a personalising task (Lee and Yeung, 2018) in
which the specific needs of a user are modelled and
reflected in individualised complexity predictions. Re-
cent work demonstrated that lexical complexity differs
due to annotator background, such as native speakers
vs. non-native speakers (Gooding et al., 2021).
The distribution of lexical complexity shown in this
work is backed up by previous works from the literature
analysing the CWI-2018 dataset (Quijada and Medero,
2016). This data, and by association the concept of
lexical complexity, has been considered subjective pre-
viously by other authors (Finnimore et al., 2019).
In the field of sentiment analysis the term subjectivity
is used to refer to the degree to which a user is draw-
ing on their own personal opinion vs. stating objec-
tive fact (Maks and Vossen, 2012; Hill and Korhonen,
2014). That is a subtly different notion of subjectivity
to the one used here. In the context of Lexical Com-
plexity Prediction, we are assuming that a user’s anno-
tations are inherently drawn from personal experience,
and instead our measure is whether those personal ex-
periences converge or diverge.

10. Conclusion
We have investigated the nature of Lexical subjectiv-
ity within the scope of lexical complexity. We show
that this exists across two prominent datasets and out-
line how it differs between them. We have also shown
that subjectivity is not a stochastic phenomenon, but
is correlated to several well-known features for lexical
complexity and that we are able to predict subjectivity
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with simple machine learning classifiers in an unseen
setting. We expect that transformer based methodolo-
gies will also provide strong scores on this task, and
leave these experiments to future work. We release the
datasets with subjectivity values, and the code used to
create them via GitHub2.
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