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Abstract
Most databases used for emotion recognition assign a single emotion to data samples. This does not match with the complex
nature of emotions: we can feel a wide range of emotions throughout our lives with varying degrees of intensity. We may
even experience multiple emotions at once. Furthermore, each person physically expresses emotions differently, which makes
emotion recognition even more challenging: we call this emotional ambiguity. This paper investigates the problem as a
review of ambiguity in multimodal emotion recognition models. To lay the groundwork, the main representations of emotions
along with solutions for incorporating ambiguity are described, followed by a brief overview of ambiguity representation in
multimodal databases. Thereafter, only models trained on a database that incorporates ambiguity have been studied in this
paper. We conclude that although databases provide annotations with ambiguity, most of these models do not fully exploit
them, showing that there is still room for improvement in multimodal emotion recognition systems.
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1. Introduction

Emotions have always played a fundamental role in hu-
man decision making, from choosing what to eat for
lunch to choosing a professional career path. Identi-
fying our emotions, understanding why we are expe-
riencing them, and how to act accordingly are essen-
tial to our well-being: this is emotional intelligence.
Therefore, support systems for patient education must
be able to identify user emotion in order to offer tai-
lored content and maintain user motivation in the long
term. Emotion recognition can benefit various other
applications such as remote patient follow-up, recom-
mendation systems, and gaming experience.
The development of emotion recognition systems
comes with its own challenges. First, many researchers
recommend combining multiple sources of information
(e.g., voice, text, facial expression) to perform emo-
tion recognition. This is not surprising given the mul-
timodal nature of emotional expression and the hu-
man ability to manipulate facial expression or spo-
ken words. Second, the identification, expression, and
recognition of emotions can sometimes be tricky, due
to the ambiguous nature of emotions. Ambiguity and
uncertainty, although closely related, are two distinct
ideas: while uncertainty refers to what is not certain
to be observed, ambiguity refers to an equivocal trait,
where the observed emotion may be confusing. For in-
stance, anger and disgust are two emotions with similar
facial expression features. Observing a slightly raised
corner of the lip can be open to interpretation (e.g., sar-
casm, satisfaction). Emotional ambiguity also includes
the observation of several emotions: for example, anger

is often mixed with sadness. As a result, databases and
machine learning models should consider ambiguity in
emotion representation to match what is observed in
real life and thus developing more accurate models.
Given the two above challenges, our main objective is
to implement a multimodal emotion recognition sys-
tem based on facial expression, voice, and text data,
while taking ambiguity into account. To this end, the
paper offers a review of ambiguity in multimodal emo-
tion recognition models by reporting the emotional rep-
resentation produced in the model output.
The rest of the paper is divided as follows: section 2
presents the two main neural architectures used for
model categorisation in the review. Section 3 describes
the current emotion representations in the literature and
how ambiguity can be incorporated. Section 4 gives
a brief overview of multimodal databases that attempt
to represent ambiguity, while section 5 is a review of
multimodal emotion recognition models with a study
of emotion representations in the output. Section 6 dis-
cusses their position regarding emotion ambiguity and
section 7 concludes the paper with future works.

2. Background
This section describes the main neural architectures in-
volved in the models of our review presented in sec-
tion 5: recurrent neural networks and transformers.

2.1. Recurrent Neural Networks
Considering the time dimension is relevant when work-
ing with sequences. Recurrent neural networks (RNN)
are a sub-family of neural architectures designed to op-
erate on temporal sequences. They are equipped with
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memory cells to save internal states while processing
temporal data sequentially. The most popular RNNs
are bidirectional, long short-term memory (LSTM) and
gated recurrent units (GRU).
Bidirectional RNNs, presented by Schuster and Pali-
wal (1997), are composed of two hidden layers which
read the input sequence in the forward and backward
direction respectively. LSTM and GRU networks, in-
troduced by Hochreiter and Schmidhuber (1997) and
Cho et al. (2014) respectively, intend to mitigate the
vanishing gradient that traditional RNNs regularly face.
The vanishing gradient happens during backpropaga-
tion when the gradient becomes smaller and smaller as
we come close to the earliest timepoints, until there is
no weight update; in this case, the effects of earlier in-
puts are not learned anymore. LSTM and GRU have
similar architecture, with fewer parameters for GRU.

2.2. Transformers
Vaswani et al. (2017) presented a groundbreaking net-
work that has quickly become the basis of numerous
deep learning models: transformers. This architecture
is an encoder-decoder system that transforms one se-
quence into another. Transformers rely on an atten-
tion mechanism: they identify parts of the sequence
representing key information and assign them a higher
weight. Since they process sequences as a whole, trans-
formers show better performance than RNNs which
rely on long-term dependency and thus face the prob-
lem of vanishing gradients. Transformers were origi-
nally designed to perform translation tasks and are now
widely used in natural language processing.

3. Current Emotion Representations
This section gives an overview of the current emotion
representations found in the literature. Subsection 3.1
describes the two main emotional models: discrete and
continuous. Subsection 3.2 presents the main limita-
tion of current emotional representations while subsec-
tion 3.3 depicts approaches to incorporate ambiguity.

3.1. Main Emotion Representations
The two main representations of emotions are:

• Discrete. Emotions are represented by discrete
affective states. The most popular list of emo-
tions used in affective computing is that of Ekman
(1992): anger, disgust, fear, joy, sadness, and sur-
prise. Another common discrete emotional model
is the Wheel of Emotions proposed by Plutchik
(2001) which comprises of four pairs of opposite
emotions (joy and sadness, trust and disgust, fear
and anger, anticipation and surprise) with four de-
grees of intensity for each emotion (figure 1).

• Continuous. Emotions are placed in a multidi-
mensional space. The two main dimensions are
valence (pleasantness) and arousal (measure of
physiological activity felt). A third dimension can

Figure 1: Plutchik’s Wheel of Emotions

be added such as dominance (Russell and Mehra-
bian, 1977), which refers to one’s ability to take
action on the situation, or potency (Schlosberg,
1954) which estimates the attention or rejection
level towards an object, person, or situation.

3.2. Limitation of Current Emotion
Representations

Emotions are often represented as a single point. In the
discrete approach, only one emotion can be recognized
in each sample. In the continuous approach, a single
point representing the emotion moves over time in the
multidimensional space.
Choosing a punctual representation means being cer-
tain about the nature of the emotion perceived. The
inherent ambiguity of emotions is not considered here,
which might have a negative impact on the accuracy of
emotion recognition systems. Gref et al. (2022) an-
alyzed the influence of the ambiguity brought by hu-
man annotation in the performance of machine learning
models. In their experiments, annotators often combine
emotions that are not among the predefined list (e.g.,
fear and sadness leading to helplessness). This supports
their assumption that choosing among the six emotions
of Ekman (1992) is not enough to model emotion com-
plexity and that machine learning systems might fail
at recognizing the right emotion. Since these results
were obtained from a separate analysis of the visual,
vocal and textual modalities, a multimodal fusion could
perhaps mitigate the ambiguity brought by emotions,
hence the motivation for our study.

3.3. Integration of Emotional Ambiguity
There is a growing interest regarding the problem of
emotional ambiguity in the affective research commu-
nity. Some researchers address this issue when imple-
menting their emotion recognition systems (Kim and
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Kim, 2018; Fujioka et al., 2020; Li et al., 2021). Sethu
et al. (2019) conducted a comprehensive study on in-
troducing ambiguity in the representation of emotions.
A summary of the main methods is proposed here.

3.3.1. Discrete Emotions
A second underlying emotion can be identified to com-
plete information on the observed emotion. Vidrascu
and Devillers (2005) propose to use major and minor
emotions. By extension, an emotional profile can be es-
tablished where the level of presence of each primary
emotion is estimated (Mower et al., 2010). This is a
potential solution to the problem outlined by Gref et al.
(2022) (cf. section 3.2).

3.3.2. Continuous Emotions
The emotion can be represented using a Gaussian dis-
tribution instead of a point (Han et al., 2017): each data
sample is associated with the mean and standard devia-
tion of this distribution. Dang et al. (2017) propose not
to be restricted to the Gaussian distribution by using a
Gaussian mixture model.

4. Multimodal Databases and
Representation of Emotion Ambiguity

Databases are the building blocks of the development
of emotion recognition systems. Therefore, the choice
of the database used for experiments must be thought-
ful. If the annotation method does not consider emo-
tional ambiguity, then machine learning models trained
on these data will not take it into account either.
Tran et al. (2022) offer a review of multimodal
databases with a study of emotion ambiguity in data
annotations. They focus on databases which contain
facial expression, voice, and text and with English or
French as language of speech. They found that among
eight reported databases, only CMU-MOSEI (Zadeh et
al., 2018b) and CMU-MOSEAS (Zadeh et al., 2020) at-
tempt to represent emotional ambiguity. Both datasets
have chosen a discrete model: each data sample is as-
sociated with an emotional profile, where a score from
0 to 3 describes the level of presence for each of the six
emotions of Ekman (1992). The next section focuses
on a review of emotion recognition models trained on
CMU-MOSEI (figure 2), a key database in multimodal
affective research.

Figure 2: Examples extracted from CMU-MOSEI
database (Zadeh et al., 2018b)

5. A Review of Multimodal Emotion
Recognition Models

Once a database is chosen, the next step is to design
a machine learning model capable of processing anno-
tated data that consider ambiguity, training on them,
and recognizing an ambiguous representation of an
emotion. In the following, we will focus on the evalua-
tion of the last aspect: the output of the model.
Our review of the multimodal emotion recognition
models is comprised of eleven architectures trained on
CMU-MOSEI database. All models will be described
in subsections 5.1, 5.2, and 5.3. Subsection 5.4 con-
cludes the section with a study of the emotional repre-
sentations recognized by the models.

5.1. Recurrent Neural Networks
The models falling into this category use either bidirec-
tional, GRU, or LSTM layers (cf. section 2.1). Some
perform classification by predicting one or many emo-
tions, others estimate the presence score for each.

5.1.1. Predicting One or More Emotions
Multilogue-Net (Shenoy and Sardana, 2020) is the only
reported RNN to predict only one emotion. It uses
GRU layers to capture the conversation context and
record previous states and emotions while modeling the
dependency between interlocutors.
Graph-MFN (Zadeh et al., 2018b) and M3ER (Mit-
tal et al., 2020) both perform binary classification for
each emotion. Graph-MFN encodes the three modali-
ties with LSTM layers and uses an interpretable fusion
graph to feed its multimodal state memory. This one
records the history of interactions between modalities
over time. M3ER intends to be robust to noise: it re-
places noisy modalities with proxy vectors calculated
from the other modalities. Multimodal fusion is done
using Memory Fusion Network (Zadeh et al., 2018a),
a model with the same architecture as Graph-MFN but
with a different fusion module.

5.1.2. Estimating the Presence Score
The two models of this subsection are designed to esti-
mate the intensity of each emotion, rather than detect-
ing the presence of each. The one proposed by Beard
et al. (2018) aims to improve Graph-MFN by revis-
iting the cell memory history of input data encoding
layers several times and thus capturing multimodal in-
teractions in the best possible way. With a model train-
ing based on L2 loss, their best weighted accuracy is
61.6%.
Williams et al. (2018) attempt to estimate the score of
presence with their network composed of bidirectional
LSTM layers. Their model is based on early fusion:
this means that vectors from audio, image, and text
are concatenated before any operation. They perform
a custom split 76/14/10 and use a mean absolute error
as loss function to select the best model. They obtained
a mean unweighted accuracy of 90.6% on the test set.
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5.2. Transformer-Based Models
The models of this category use transformers for each
modality to extract features. All are designed to predict
many emotions (multi-label classification).
MulT (Tsai et al., 2019) is a multimodal fusion model
which leverages the benefits of transformers to process
unaligned sequences. In the transformer-based joint
encoding (TBJE) model by Delbrouck et al. (2020),
every modality is encoded jointly before being fed into
its respective transformer. Dai et al. (2021) implement
a multimodal fusion model able to recognize the emo-
tion directly from raw data. As this can quickly lead to
computational overload, an alternative model which in-
puts the relevant regions of interest extracted from raw
data has been developed by the same authors.

5.3. Other Models
Two models using a different architecture are proposed
by Lee et al. (2018) and Dai et al. (2020). Both
perform classification tasks, the former predicting one
emotion and the latter multiple emotions.
Lee et al. (2018) perform multimodal fusion by com-
puting an attention matrix which is the dot product of
vocal and textual feature vectors. Their model is com-
posed of three convolutional neural networks: two for
vocal and textual feature extraction and one after the
attention matrix for the final classification.
Dai et al. (2020) aim to meet the challenges related
to unseen or rarely experienced emotions. They built
three emotional embedding spaces (textual, visual, and
acoustic). Two functions map emotional word embed-
dings into visual and acoustic spaces. This process can
be done for both input data and emotion classes. The
final classification is based on the distance between the
input sequence and the target emotions. A threshold is
set to decide the presence of each emotion.

5.4. Recognizing Emotional Ambiguity
Analyzing the output of an emotion recognition sys-
tem is a way to study how ambiguity is considered.
Out of eleven models, nine consider emotional ambi-
guity: seven perform multi-label classification and two
attempt to estimate the emotion intensity by predicting
its presence score. These two models are that of Beard
et al. (2018), which attempts to improve Graph-MFN
by revisiting the history of cell memories, and the early
fusion network of Williams et al. (2018). Since these
are recurrent neural networks, they use an activation
function that continuously maps to a range of values
(e.g., linear, sigmoid) for each output neuron to esti-
mate the presence score of each emotion.
The papers of Dai et al. (2021) and Delbrouck et al.
(2020) put together offer a comparison of six out of
seven reported models doing multi-label classification:
all show similar performance in each of the articles.
Unfortunately, we did not find any comparative table
of results that involves at least one of the two models
which estimate the emotional profile.

6. Discussion
A review of multimodal fusion models for emotion
recognition is conducted with a focus on their output.
In the case of discrete emotion representation, not con-
sidering emotion ambiguity means predicting only one
emotion. Two ways to introduce ambiguity would be
to predict many emotions and to assess the presence
of each emotion (emotional profile). This leads to two
different tasks: the former is multi-label classification
while the latter is regression for each emotion.
It would have been of interest to compare two models
which perform different tasks (predicting one emotion,
predicting multiple emotions, or assessing the presence
score of each emotion), yet the metrics are not compa-
rable as they all involve different problems.
The main point is that annotations proposed by CMU-
MOSEI are not yet fully exploited: many models still
perform classification by identifying solely the emo-
tions present in the sample. Therefore, further efforts
are needed to assess the intensity of each emotion.

7. Conclusion and Future Work
Developing a multimodal emotion recognition system
can be very challenging because of emotion ambiguity
arising from human annotation. This can be especially
true in a context where many subtle emotions are ex-
perienced at the same time in an uncontrolled setting.
Emotion ambiguity must first be considered at the level
of data annotations and second at every stage of the de-
velopment of machine learning models, from data pre-
processing and model training to final classification.
Among multimodal fusion models trained on a dataset
that introduces emotional ambiguity, most perform
multi-label classification while a few try to assess the
intensity of each emotion. In the next step of our re-
search, we plan to design an emotion recognition sys-
tem that performs multimodal fusion from visual, vo-
cal, and textual data and is capable of predicting the
presence score of each emotion class. The training will
be on CMU-MOSEI, a key database for multimodal
emotion recognition. Another interesting work would
be to analyze the impact of considering ambiguity on
the model performance. For instance, there are two
ways to address the problem of predicting many emo-
tions: the first by estimating the presence score and set-
ting a threshold to decide which emotions are present
and the second by performing binary classification per
class (ambiguity less considered than the former).
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