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Abstract
User-generated Social Media (SM) content has been explored as a valuable and accessible source of data about crises to
enhance situational awareness and support humanitarian response efforts. However, the timely extraction of crisis-related SM
messages is challenging as it involves processing large quantities of noisy data in real-time. Supervised machine learning
methods have been successfully applied to this task but such approaches require human-labelled data, which are unlikely to be
available from novel and emerging crises. Supervised machine learning algorithms trained on labelled data from past events did
not usually perform well when classifying a new disaster due to data variations across events. Using the BERT embeddings, we
propose and investigate an instance distance-based data selection approach for adaptation to improve classifiers’ performance
under a domain shift. The K-nearest neighbours algorithm selects a subset of multi-event training data that is most similar to
the target event. Results show that fine-tuning a BERT model on a selected subset of data to classify crisis tweets outperforms
a model that has been fine-tuned on all available source data. We demonstrated that our approach generally works better than
the self-training adaptation method. Combing the self-training with our proposed classifier does not enhance the performance.
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1. Introduction
In the last decade, Social Media (SM) content has been
explored by Natural Language Processing (NLP) and
data mining researchers as a valuable and accessible
source of data. Many of these studies have investi-
gated the problem of mining social media (notably mi-
croblogging sites such as Twitter) to extract emergency
events. They have demonstrated that SM posts con-
tain actionable and time-critical information that can be
leveraged to respond effectively to disasters (Olteanu
et al., 2015; Imran et al., 2016). The automatic extrac-
tion of crises from SM as they unfold can enhance sit-
uational awareness and support humanitarian response
efforts.
While SM event detection is challenging because of
noisy language, several studies have demonstrated the
possibility of identifying crisis-related data from Twit-
ter and categorising these into different information
types using conventional supervised Machine Learning
(ML) techniques (Imran et al., 2013; Rudra et al., 2015;
Rudra et al., 2018; Singh et al., 2017) and Deep Neu-
ral Networks (DNNs) (Caragea et al., 2016; Nguyen et
al., 2017; Neppalli et al., 2018; Alharbi and Lee, 2019;
Kozlowski et al., 2020). Annotated training datasets are
unlikely to be available in real-time from current events
since obtaining sufficient human-labelled data is time-
consuming and labour intensive. The unavailability of
training data from newly occurred crises and the grow-
ing generation of SM content challenge the timely pro-
cessing of crisis data by the emergency responders. Re-
searchers proposed to use data from historical events.
Several studies have shown that DNNs generalise better

than conventional ML approaches (Nguyen et al., 2017;
Neppalli et al., 2018; Alharbi and Lee, 2019). How-
ever, DNNs are still challenged by out-of-distribution
learning when classifying unseen crises – especially if
they are trained on data from cross-type crises due to
data variations across such events. Out-of-distribution
(covariate shift) refers to the different probability dis-
tributions of input features across the training (source)
and test (target) data.

Textual data varies across SM events in two main as-
pects: topic and language. Messages from two events
of the same type can discuss various topics emerg-
ing from the event properties and its distinct aspects
such as time, cause, related entities and impact. Such
topic variations across events can lead to substantially
different feature distributions. Events on SM are dis-
cussed with varying levels of formality, in various di-
alects and languages, resulting in more challenges to
handle the out-of-distribution problem when learning
from cross-event historical data. Supervised classifiers’
performance drops on test data if it does not follow the
training set distribution as many ML algorithms assume
(Ramponi and Plank, 2020).

Recent works on Domain Adaptation (DA) show that
training on a domain similar to the target data results
in performance gains for various NLP tasks. Ruder
et al. (2017) explored the performance of several do-
main similarity metrics on different text representa-
tions for data selection in the sentiment analysis con-
text. The authors also proposed a subset-level data se-
lection approach that outperforms instance-level selec-
tion. In the same vein, Guo et al. (2020) studied differ-
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ent domain distance measures and presented a bandit-
based multi-source domain adaptation model for senti-
ment classification. Ma et al. (2019) presented a do-
main adaptation method based on data selection and
curriculum learning to fine-tune BERT models for text
classification. Leveraging pre-trained Language Model
(LM) representations, Aharoni and Goldberg (2020)
proposed data selection approaches for multi-domain
Machine Translation (MT) using cosine similarity in
embedding space.
This study aims at improving the cross-crisis (cross-
domain) classification tasks using DA methods. We
adopt a data selection approach to train a classifier on
the best matching data for the target emergency event
instead of using all multi-event source data. Training a
classifier using examples that are dissimilar to the tar-
get data can adversely affect the model performance.
As pre-trained contextualised LMs have achieved state-
of-the-art results in various NLP tasks, we exploit their
representation to propose a data selection approach
based on the document similarity in the embedding
space. The selected data has been used to fine-tune
a Bidirectional Encoder Representation from Trans-
former (BERT) model to identify crisis-related posts
from Twitter and classify the messages into different
information types. We took advantage of transfer learn-
ing and used BERT as a classifier. Fine-tuning a model
pre-trained on large data eliminates the need for mas-
sive training examples that are required to train a DNN
from scratch. The presented adaptation strategy is un-
supervised as it does not require labelled data from the
target domain. It can also be adopted during the early
hours of a crisis when small unlabelled data is available
from the target event. To the best of our knowledge, we
are the first to adopt the data selection with pre-trained
LMs in the crisis detection domain. This work is also
the first to investigate DA approaches to perform cross-
domain crisis Arabic Twitter classification.

2. Related Work
Recently, researchers have adopted DA approaches
to improve the generalisation of supervised models
trained on past crisis data to classify unseen new crises.
They showed that learning from both the labelled
source and unlabelled target data is better than learning
only from source labelled data. Several studies adopted
an unsupervised DA approach using self-training (Li et
al., 2015; Li et al., 2017; Li et al., 2018a; Li et al.,
2018b; Li et al., 2021). Earlier work showed that an
iterative self-training improved the performance of a
NB classifier (Li et al., 2015; Li et al., 2017; Li et al.,
2018a; Li et al., 2018b). Li et al. (2018b) demonstrated
that the self-training strategy outperformed a feature-
based correlation alignment method. Mazloom et al.
(2018) proposed a hybrid feature-instance DA method
using matrix factorisation and the k-nearest neighbours
algorithm to learn a NB classifier for the target event.
The work was extended by Mazloom et al. (2019) who

combined the feature-instance approach with the self-
training algorithm presented by Li et al. (2017). Li
et al. (2021) used self-training with CNN and BERT
models and highlighted that self-training improved the
performance of the Deep Learning (DL) models. For
retraining the base classifier, they used a soft-labelling
strategy.
Alam et al. (2018) proposed an approach based on
adversarial training and graph embeddings in a single
DL framework. The adversarial training minimises the
distribution shift across domains, whereas graph-based
learning encodes similarity between source and target
instances. Krishnan et al. (2020) created a multi-task
domain adversarial attention network based on a shared
Bi-LSTM layer to filter Twitter posts for crisis analyt-
ics under domain shift. The tasks are relevancy, prior-
ity level, sentiment and factoid detection. Chen et al.
(2020) used a BERT-based adversarial model to clas-
sify tweets gathered during a disaster into different in-
formation categories. ALRashdi and O’Keefe (2019)
proposed to use a distant supervision-based framework
to label the data from emerging disasters. The pseudo-
labelled target data is then used with labelled data from
past crises of a similar type to train a classifier. Li
and Caragea (2020) explored the use of the domain re-
construction classification approach on disaster tweets,
which aims at reducing the covariate shift between
source and target data distributions using an autoen-
coder. The authors showed that this approach outper-
formed the DA method proposed by Alam et al. (2018).
To contribute to this line of research, we have adopted a
selection-based DA approach that leverages pre-trained
LMs. Our approach is an unsupervised DA as it does
not require any labelled instances from the target event
and can be utilised during the early hours of a disaster
when small unlabelled data is available from the tar-
get event. We also explored whether combining the se-
lection method with the self-training DA approach im-
proves the performance. The evaluation was conducted
on two crisis-related tasks as described in the next sec-
tions.

3. Methodology
3.1. Domain Definition and Tasks

Description
In the NLP literature, the notion of domain typically
refers to a specific corpus that differs from other do-
mains in the topic, genre, style, etc. (Ramponi and
Plank, 2020). In this work, a domain is defined as a
dataset that has been collected from SM for a specific
crisis. Hence, each crisis data represents a distinct do-
main. A crisis is a real-world emergency event that
occurs at a particular time and location and is char-
acterised by a main topic representing its type (flood,
shooting, etc.). In this research, experiments will be
performed using Arabic SM data which poses an ad-
ditional challenge as they include several dialects that
can vary across events based on their geographical lo-
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cations. We consider two main SM crisis-related tasks
as follows.

3.1.1. Relevancy Detection
This task aims at identifying crisis messages from SM
by classifying them as relevant (on-topic) or irrelevant
(off-topic). Twitter crisis datasets are usually collected
by tracking specific relevant keywords and hashtags.
Such a process captures lots of relevant data but can
also include some irrelevant posts with various distri-
bution across crises. Unrelated posts include advertise-
ments, jokes, political views, unrelated personal mes-
sages or posts related to other disasters. Such posts usu-
ally exploit trending hashtags to be more visible. Other
off-topic tweets were crawled due to the keywords’ am-
biguity. Relevancy detection is challenging because of
the unbalanced datasets.

3.1.2. Information Classification
The task categorises relevant messages into one or
more information categories that support situational
awareness, such as infrastructure damage, caution, etc.
This task is modelled as either a multi-class or multi-
label problem. In this work, we used data that has been
annotated using a multi-label scheme.

3.2. Multi-source Data Selection for SM
Crisis Classification

This work proposes an unsupervised multi-source data
selection approach using the K-nearest neighbours al-
gorithm. The strategy aims at building a good model
for target data by leveraging labelled data from several
related source domains and unlabelled data from a tar-
get domain. We hypothesise that fine-tuning LMs on
the most similar data can produce more accurate results
on crisis classification tasks than using all multi-source
training data.
We mimic the real scenario and assume that we are
given labelled data from several historical emergency
events (multi-source datasets) and only unlabelled data
from an emerging crisis, representing the source and
target domains, respectively. The goal is to find an op-
timal set of training data from a multi-source domain
that enhances the model generalisation for the target
data. Finding this set can be achieved by identifying
the examples from training source data that are similar
(as close as possible) to the target domain. Hence, we
consider an instance-level data selection strategy using
cosine similarity in the embedding space of the pre-
trained LMs. The selected instances are expected to
have similar feature distribution to the target domain of
interest.
In our approach, we selected the data only from the
crisis-related messages. Due to the unbalanced dataset,
we used all off-topic posts for the relevancy detection
task. Messages labelled irrelevant to a particular crisis
but related to other emergency events were excluded
from the off-topic set as depicted in Figure 1. For
example, the Jordanian flood data contain two tweets

about the Kuwait flood. Those posts were labelled irrel-
evant to Jordan flood because the annotation was per-
formed per event level. We filtered out such posts from
the off-topic training set. Therefore, the classifier will
be trained to learn whether or not a post represents a
crisis, as the aim is to build a model for cross-event
crisis detection.
We leveraged the contextualised text representations
produced by pre-trained LMs. In this work, we used
Sentence-BERT (S-BERT) (Reimers and Gurevych,
2019). The authors created S-BERT by fine-tuning
BERT using Siamese network architecture to produce
fixed-sized sentence embeddings that can be compared
using similarity measures. As there is no monolin-
gual Arabic S-BERT, we used the multilingual S-BERT
(Reimers and Gurevych, 2020). We used the K-nearest
neighbours algorithm to select the K most similar in-
stances for each example in the target set based on the
cosine similarity on the S-BERT embedding space. The
selected data was used to fine-tune a BERT model for
classifying target tweets as outlined in Algorithm 1.

Algorithm 1: Multi-source instance-level data selection
Input:

SL: { S1 ∪ S2 ∪ · · · ∪ Sn } Labelled source
domain examples from n historical crisis data

TU : Unlabelled target domain data for a new crisis
SET trainset to [ ]
SR = SL[label=relevant]
SI = SL[label=irrelevant]
Remove duplicates in TU

Encode data in SR using S-BERT
FOR EACH instance in TU DO:

Encode instance using S-BERT
Select the nearest k instances Sk from SR

trainset.append(Sk)
END LOOP
Remove duplicates in trainset
trainset.append(SI)
Output: trainset to Fine-tune a BERT model M for

classifying TU

3.3. Self-training
We investigated the effect of combining the data se-
lection approach with self-training. Self-training is a
semi-supervised learning approach that learns a base
classifier from source data and then uses that classifier
to label the unseen target data. The classifier is then re-
trained utilising the source and pseudo-labelled target
data. The self-training continues for a fixed number of
iterations or until convergence. For retraining, we used
a hard-labelled approach, in which most confidently
classified instances are added with their predicted la-
bels (e.g. 0 or 1) to the training set in subsequent train-
ing iterations. Figure 1 illustrates the DA framework
that combines data selection and self-training.
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Figure 1: The DA approach with data selection and self-training.

4. Experimental Setup
For data selection, instances are encoded using
the distiluse-base-multilingual-cased-v1 multilingual
model1 that supports 15 languages, including Ara-
bic. We experimented with different values of K when
choosing the nearest neighbours (3, 5 and 10). We eval-
uated the binary classification model on each selected
set. The information type classifier was assessed on
the last chosen dataset (K=10) as some classes can be
under-represented in the smaller training set. AraBERT
(Antoun et al., 2020) (trained on news corpus) was used
as a classification model as it slightly outperforms other
Arabic BERT variants (trained on Twitter corpora) on
crisis tasks. We fine-tune AraBERT using the same pa-
rameters and text pre-processing steps introduced by
Alharbi and Lee (2021). The batch size and the num-
ber of epochs were set to 32 and 3, respectively. For
reproducibility, the random seed was set to 1. For self-
training, we set the confidence threshold and the num-
ber of iterations to 0.99 and 2, respectively.
We experimented with different source and target crisis
pairs using the leave-one-out strategy. In other words,
the evaluation was performed by choosing one target
event as the test set and the rest events for training.
For self-training, the evaluation was performed using
3-folds cross-validation. The target data was split into
three parts: one for testing and the rest (two-thirds) for
adaptation. We report the average score. We used the
weighted F1 and macro F1 to evaluate the models’ per-
formance on the relevancy detection task as the dataset
is unbalanced. For information classification, we used
the accuracy (Godbole and Sarawagi, 2004; Sorower,
2010) and macro F1 score.
The current study used the Kawarith (Alharbi and Lee,
2021) corpus, an Arabic crisis-related Twitter dataset,
to evaluate our proposed DA approach. Table 1 shows
the number of relevant and irrelevant messages per

1https://www.sbert.net/docs/
pretrained_models.html

event in the dataset, while Table 2 presents the dis-
tribution of information types (for relevant posts) per
event. We manually removed those messages related
to other crises from the off-topic set in the source data.
We found 30 such tweets in the dataset, most of which
(18 posts) were in the Dragon storm data. We did not
handle the imbalanced class distribution in this work.
In the following section, we will present the results of
classifiers with the data selection method and the data
selection with self-training. We will compare the per-
formance of the two proposed models with the same
classifier fine-tuned using the entirety of the histori-
cal source data (baseline-1). Besides that, we com-
pare them against the self-training model (baseline-2)
as self-training with BERT shows promising results in
one of the most recent works on English crisis detec-
tion (Li et al., 2021). It is worth emphasising that we
used a hard-labelling self-training strategy, while Li et
al. (2021) adopted soft-labelling.

5. Results and Discussion
Table 3 presents the results of the proposed models
and baselines. We found that fine-tuning BERT on the
most similar data (BERT-DS models) improves perfor-
mance in all cases over BERT(all) despite using smaller
training data. On average, choosing different values
of K results in slightly different performance. BERT-
DS(k=10) achieved the best scores in four out of seven
cases. We compared the best model with the base-
line. BERT-DS(k=10) improved the average weighted
F1 and macro F1 over BERT(all) by 3.67% and 4.57%,
respectively. The improvement in weighted F1 scores
ranges from 1% to 7.53, whereas the macro F1 im-
proved by values ranging from 1.38 to 9.93. We ob-
served that the macro F1 was enhanced by 9.93%, 6%
and 5.79% when classifying KF, HF and CD, respec-
tively. The pronounced enhanced performance for clas-
sifying CD emphasised the usefulness of DA based on
data selection, as the features differ substantially be-
tween COVID-19 data and other crises.

https://www.sbert.net/docs/pretrained_models.html
https://www.sbert.net/docs/pretrained_models.html
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Crisis Relevant posts Irrelevant posts Total
Jordan floods (JF) 1882 118 2000
Kuwait floods (KF) 3701 399 4100
Hafr Albatin floods (HF) 978 637 1615
Cairo bombing (CB) 700 6 706
COVID-19 (CD) 1782 223 2005
Dragon storms (DS) 701 309 1010
Beirut explosion (BE) 833 177 1010

Table 1: Distribution of tweets by relevancy in the Kawarith dataset

Label JF KF HF CB DS BE
Affected individuals & help 331 414 83 138 70 186
Infrastructure & utilities damage 39 271 100 17 105 64
Caution, preparations & other crisis updates 268 980 475 214 252 170
Emotional support, prayers & supplications 709 816 202 222 120 277
Opinions & criticism 604 1355 189 181 221 198

Table 2: Distribution of tweets by information types in the Kawarith dataset

The self-training (BERT-ST(all)) model achieved
higher results than BERT(all) in four cases and com-
parable results in two cases. The BERT-ST(all) model
improved the weighted F1 by 12.18% in the COVID-
19 case. On average, it enhanced the weighted F1
and macro F1 by 1.82% and 2.27%, respectively.
BERT(all) worked better than BERT-ST(all) for the HF
data. The reason was that many irrelevant tweets from
HF were misclassified and added to the classifier in the
next iteration as ground truth data, which degraded the
performance.
The DS models generally worked better than the BERT-
ST(all) model. The BERT-ST(all) achieved compara-
ble scores in two cases. However, the ST worked better
for the CD data. It improved the weighted F1 by 5.54%
over the best DS model. The self-training works well
when there is a significant feature distribution gap be-
tween the source and target, shifting the weights grad-
ually towards the target data.
Finally, we explore whether self-training enhanced
the performance of the DS models. To do that,
we combine the self-training strategy with the best
DS model BERT-DS(K=10). We found that BERT-
DS(K=10)+ST achieved the highest scores on CD data.
It enhanced the weighted F1 and macro F1 by 12.53%
and 10.36%, respectively. However, BERT-DS(K=10)
produced a higher performance for KF and HF. Other-
wise, they achieved comparable results in two cases.
Hence, adding the pseudo-labels to the training data
does not constantly improve the performance. We rec-
ommend using self-training on the relevancy detection
task when the target event is very different from the
source data, as in the case of COVID-19 and other dis-
asters.
For the relevancy detection task, we excluded the crisis
messages from the off-topic set to reduce the false neg-
atives (crisis messages classified as not crisis). How-

ever, we still need to handle the irrelevant messages de-
tected as relevant because they are about another crisis.
For example, we found instances related to Covid-19
were classified as on-topic in the DS data because ex-
amples of CD were chosen as the most similar data and
were added to the selected set with their positive la-
bels. This results in false positives. We can solve this
by following the crisis detection task with a message
type classification to filter out such posts. We left this
for future work.
Regarding the information category classification, we
set the K value to 10. This task has been assessed sep-
arately, i.e. we suppose that we managed to filter out
all irrelevant posts and need to categorise the crisis-
related tweets into pre-defined information types. Ta-
ble 4 displays the results of our experiments. When
training the model on the chosen data, we obtained fur-
ther improvements in macro F1 scores ranging from
1.17% to 6.73% absolute gains. Overall, data selec-
tion improved the performance in most cases. Simi-
larly, BERT-ST(all) worked generally better than the
BERT(all) model. The average of all scores showed
that BERT-ST(all) and BERT-SD achieved comparable
results, while BERT-SD(K=10)+ST resulted in lower
performance on this task. We generally recommend
using the data selection DA for information type clas-
sification as the self-training could damage the perfor-
mance as in the KF event, which failed to detect many
cases related to the ‘affected individuals’ class.

6. Conclusion
This paper proposed a selection-based multi-source
domain adaptation approach to identify crisis Twitter
messages for new events. Data was selected using the
cosine similarity metric in the embedding that has been
generated from transformer-based models. Selecting a
subset of data that is semantically similar to the target
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Target Data Model No. of human-labelled examples Weighted F1 Mac. F1

JF

BERT(all) 10418 93.26 73.52
BERT-DS(K=3) 3901 94.08 73.89
BERT-DS(K=5) 4724 94.19 76.32

BERT-DS(K=10) 6082 94.45 76.14
BERT-ST(all) 10418 94.85 75.95

BERT-DS(K=10)+BERT-ST 6082 95.06 77.83

KF

BERT(all) 8317 87.40 72.39
BERT-DS(K=3) 3552 90.95 78.34
BERT-DS(K=5) 4227 90.50 76.83

BERT-DS(K=10) 5329 93.69 82.32
BERT-ST(all) 8317 95.83 77.51

BERT-DS(K=10)+BERT-ST 5329 95.18 77.94

HF

BERT(all) 10801 76.39 78.36
BERT-DS(K=3) 3107 85.25 84.54
BERT-DS(K=5) 3850 80.34 81.69

BERT-DS(K=10) 5137 82.40 83.63
BERT-ST(all) 5137 71.07 67.99

BERT-DS(K=10)+BERT-ST 10801 73.86 85.25

CB

BERT(all) 11710 96.51 55.43
BERT-DS(K=3) 2783 97.63 56.58
BERT-DS(K=5) 3169 98.21 65.39

BERT-DS(K=10) 3966 97.94 58.01
BERT-ST(all) 3966 96.96 61.52

BERT-DS(K=10)+BERT-ST 11710 97.29 63.46

CD

BERT(all) 10412 64.11 49.88
BERT-DS(K=3) 4071 69.56 52.95
BERT-DS(K=5) 5044 69.20 53.82

BERT-DS(K=10) 6484 71.64 55.67
BERT-ST(all) 6484 76.29 61.21

BERT-DS(K=10)+BERT-ST 10412 84.17 66.03

DS

BERT(all) 11424 77.71 71.24
BERT-DS(K=3) 3115 84.55 80.81
BERT-DS(K=5) 3809 81.36 76.31

BERT-DS(K=10) 5092 78.70 72.62
BERT-ST(all) 11424 77.60 71.13

BERT-DS(K=10)+BERT-ST 5092 79.45 73.66

BE

BERT(all) 11414 86.72 78.1
BERT-DS(K=3) 3019 87.8 79.04
BERT-DS(K=5) 3628 90.54 82.76

BERT-DS(K=10) 4824 89.72 81.75
BERT-ST(all) 11414 87.77 77.49

BERT-DS(K=10)+BERT-ST 4824 89.01 79.32

Table 3: The weighted F1 and macro F1 for the relevancy detection task. DS and ST refer to the data selection and
self-training techniques, respectively. The keyword (all) indicates training on the whole labelled data.

for fine-tuning BERT LMs showed promising results
and outperformed two baselines: training on all data
and self-training. We suppose that using monolingual
Arabic S-BERT for data representation may achieve
better results, so we left that for future work. We think
that our instance-level DA approach is useful during the
early hours of a crisis when no large unlabelled data is
available from an emerging disaster.
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