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Abstract
Recently, significant advancements were achieved in Question Answering (QA) systems in several languages. However, QA
systems in the Arabic language require further research and improvement because of several challenges and limitations, such as
a lack of resources. Especially for QA systems in the Holy Qur’an since it is in classical Arabic and most recent publications
are in Modern Standard Arabic. In this research, we report our submission to the Qur’an QA 2022 Shared task-organized with
the 5th Workshop on Open-Source Arabic Corpora and Processing Tools Arabic (OSACT5). We propose a method for dealing
with QA issues in the Holy Qur’an using Deep Learning models. Furthermore, we address the issue of the proposed dataset’s
limited sample size by fine-tuning the model several times on several large datasets before fine-tuning it on the proposed dataset
achieving 66.9% pRR 54.59% pRR on the development and test sets, respectively.
Keywords: Holy Qur’an, Question Answering System, Information retrieval,

1. Introduction

Extractive Question Answering is essential for extract-
ing a span of text from a given context paragraph as the
answer to a specified question. It is a subset of Natural
Language Processing and Information Retrieval. Ques-
tion Answering has made significant development in
recent years with applications in search engines. This
is because large pre-trained language models and self-
supervised learning, such as BERT(Devlin et al., 2018),
T5 (Raffel et al., 2019), MT5 (Xue et al., 2020), AL-
BERT(Lan et al., 2019), and BART(Lewis et al., 2019),
which use the Transformer architecture (Vaswani et al.,
2017) to develop robust language models for a range
of NLP tasks specified by benchmarks, such as GLUE
(Wang et al., 2018). Furthermore, new datasets, such
as SQuAD (Rajpurkar et al., 2016), have brought more
complicated questions with inference-based context to
the question answering task. Arabic is a Semitic lan-
guage spoken by about 250 million people in the Mid-
dle East and North Africa. It is the official language
of 26 countries and one of the six official languages
of the United Nations. Classical Arabic (CA), Mod-
ern Standard Arabic (MSA), and Colloquial Arabic are
the three main variants of Arabic (Arabic, ). CA is the
style that illustrates the Holy Qur’an. The Holy Qur’an
came to fruition in the sixth century CE, and Arabic has
evolved over the centuries, but not significantly. CA
is the basis of the mediaeval languages of Arab tribes.
The phrase structure is the same as in MSA’s current
form. Several minor variations exist between the CA
and MSA, like grammar and phrase punctuation. More
than 1.8 billion Muslims around the world revere the
Qur’an. It is the primary source of Islamic knowledge.
The Holy Qur’an consists of 114 chapters and 6,236
verses of varying lengths, totalling around 80k Arabic

words. An Ayah-meaning verse in the Qur’an- might
refer to one or more topics, and several Ayahs might
address the same topic in similar contexts. Because
of the Arabic word structure, many regards a morpho-
logical study of the Arabic language as an involute en-
deavour; Arabic words consist of a maximum of four
letters root verb. Also, each word consists of a root and
other affixes (prefix, infix, suffix) and can have many
interpretations depending on the diacritics marks that
make the word two-dimensional. Finally, while the Ara-
bic language is one of the most widespread globally,
it is a low-resource language by many standers since
it suffers from a scarcity of resources, such as lacking
large pre-trained models and corpora. These problems
make Arabic NLP, NLU, and IR research more chal-
lenging than in other languages like English or Chinese.
Most of the attention in the Arabic literature research is
towards Modern Standard Arabic due to the availabil-
ity of its resources compared with CA, especially the
QA systems on the Holy Qur’an (Abdelnasser et al.,
2014), (Adany and others, 2017), (Hamdelsayed et al.,
2017), (Hakkoum and Raghay, 2016), (Hamdelsayed
and Atwell, 2016b), where a question is likely to be
posed in MSA since it is the most common Arabic ver-
sion used in Arabic-speaking countries today. While sig-
nificant efforts have been made to offer dependable QA
systems for other applications in the Arabic language
(Brini et al., 2009), (Mohammed et al., 1993), (Nabil et
al., 2017), (Abdelmegied et al., 2017), there have been
few attempts to research QA for the Holy Qur’an. In
this work, we present a method for dealing with QA in
the Holy Qur’an. We analyzed the existing pre-trained
models, namely MARBERTv2 and AraBERTv2, for
QA in Arabic and found that the AraELECTRA model
produces cutting-edge outcomes in a variety of Arabic
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Set Percentage #Question-Passage Pairs #Question-Passage-Answer Triplets

Training 65% 710 861
Development 10% 109 128
Test 25% 274 348

Table 1: QRCD Distribution

QA datasets (Antoun et al., 2020)(Abdul-Mageed et
al., 2021). Our approach consists of three stages. First,
the chosen model is fine-tuned using the Ar-TyDi QA
dataset (Clark et al., 2020a). Second, we improved its
efficiency by fine-tuning it on a larger corpora (Arabic-
SQuAD and ARCD) (Mozannar et al., 2019). Finally,
we fine-tuned the same model using QRCD (Qur’anic
Reading Comprehension Dataset), achieving 66.9%,
54.59% partial Reciprocal Rank (pRR) (Malhas and
Elsayed, 2020) on the development and test set, respec-
tively. The rest of the paper is organized as follows.
section 2 provides a review of previous Question An-
swering systems in the Holy Qur’an literature. section 3
describes the proposed dataset. section 4 proposes the
model of the QA. section 5 discusses the results and per-
formance evaluation. Finally, we conclude in section 6.

2. Related Work
This section discusses previous research and applica-
tions addressing Question-Answering challenges in the
Holy Qur’an, as well as the methodologies, datasets,
strengths employed, and drawbacks.
(Shmeisani et al., 2014) Their model is composed
of three layers that apply a semantic approach of
Arabic ontology for Qur’anic content and analyze user
inquiries expressed in Arabic. A Question processing
layer, based on POS tagging, a semantic layer, and
a query builder, enhancing query keywords. Their
method was able to retrieve answers even when the
user’s precise words were not found in the Holy Qur’an.

(Abdelnasser et al., 2014) Their model is a Question-
Answering System that comprises two modules. The
first module accepts the input in the form of a question
and retrieves the appropriate verses based on their
semantics. The second module returns the extracted
answer from the retrieved verses alongside their Tafseer.
Their method achieved 85% accuracy in the top three
rankings.

(Adany and others, 2017) The authors proposed
six distinct ways of dealing with the problem of
question-answering in the Holy Qur’an. Approaches
were eliminating stopwords, diacritics, and special
symbols, using Lucene indexing patterns, exaggeration
formulas patterns, and single, dual, and plural patterns.
They test their model on a corpus of only two chapters

(AlBagrah and Alfatihah chapters)

(Hakkoum and Raghay, 2016) Introduce a Holy Qur’an
Q&A system based on the development of an ontology
that comprises a set of concepts and semantic relations
between distinct inquiries and responses. The model
has a precision of 95% and a recall of 73%.

(Hamed and Aziz, 2016) The authors propose a QAS
based on identifying verses based on their content by
utilizing the Neural Network (NN) approach. Based on
N-gram and similarity scores, the model retrieves the
ranking verses. The dataset used was Abdullah Yusuf
Ali’s translation of the English version of the Holy
Qur’an (Ali, 2000).

(Hamoud and Atwell, 2016) They presented a Question
Answering System for the Holy Qur’an that retrieves
answers based on the contextual meaning of the
keywords in the user’s query, with the used corpus
consisting of queries and their answers. They also used
question paraphrasing as a data augmentation method
to improve Question Answering (QA) performance.
For the Arabic version, they attained a precision of 79%
and a recall of 76%.
(Hamdelsayed and Atwell, 2016a) Their method
improved the retrieved responses by adding additional
semantic meaning to the words. Thye achieved this by
manipulating several aspects of the Arabic language
such as numbering, single, dual, and plural. They tested
their method to the test using a corpus of questions and
answers from the Holy Qur’an.

According to the results of this survey, we identified
many flaws. To begin, several of the approaches for
Q&A in the Holy Qur’an operate poorly. In addition, nu-
merous studies aim to develop a static Qur’an ontology
or hierarchical tree based on Qur’anic ontology. There
is a scarcity of dynamic tools that prompt users to query
using an abstract statement or a question. While there is
a lot of research on developing Qur’an ontologies, there
is little research on experimenting with state-of-the-art
Deep Learning models for Q&A. In addition, there is a
scarcity of structured, reusable, and publicly accessible
gold standard test datasets for the Q&A in the Holy
Qur’an. As a result, there are limitations in compar-
ing the performance of different Q&A systems for the
Holy Qur’an. The goal of this study is to solve previous
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Figure 1: ARAELECTRA Fine-tuned (FIT) on different datasets. X-axis shows the pRR and EM of the different
models. Y-axis shows the Score of each model

limitations by applying and analyzing state-of-the-art
models and training those models on QRCD (Qur’anic
Reading Comprehension Dataset) (Malhas and Elsayed,
2020)(Malhas and Elsayed, 2022)(Malhas et al., 2022).

3. Dataset
QRCD (Qur’anic Reading Comprehension Dataset)
(Malhas and Elsayed, 2020)(Malhas and Elsayed, 2022)
is a publically accessible dataset for extractive Question-
Answering tasks (Machine Reading Comprehension)
for the Holy Qur’an. There are two types of question
passages in the dataset: question-passage pairs (1,093
records) and question-passage-answer triplets (1,337
records). Since the same question in the QRCD can be
presented in multiple Qur’anic chapters, each passage
may have multiple occurrences. Furthermore, the same
passage may accompany different questions. The source
of the Qur’anic text in QRCD is the Tanzil project down-
load page, which provides validated versions of the Holy
Qur’an in a variety of programming techniques. The
simple-clean text style was chosen for convenience of
usage. The proposed dataset is divided into three sets:
training, development, and test; the dataset distribution
is illustrated in Table 1

4. Methodology
In this section, we discuss the essential components
of the proposed method, starting with an overview of
the pre-trained models used and going over the fine-
tuning process on the various datasets to overcome the
dataset’s small sample size problem. Finally, we present
the fine-tuning of the QRCD.

4.1. ELECTRA
The Electra pre-training (Clark et al., 2020b) method in-
volves training two neural networks, a generator G and

a discriminator D. Each one essentially consists of a bi-
directional encoder (e.g., Small BERT). The generator
has been conditioned to conduct masked language mod-
elling (MLM). MLM initially chooses a random set of
positions (integers between 1 and n) to mask out m given
an input. The generator’s learning goal is to anticipate
the original identities of the masked-out tokens. The
discriminator is trained to discriminate between tokens
in the data and tokens substituted by generator sam-
ples. While the Electra pre-training approach appears
to be similar to GAN (Goodfellow et al., 2014), there
are key variations. First, it was observed that changing
the token status from ”fake” to ”real” after generating
the correct token improves the results on downstream
tasks. Second, GANs have trained adversarially to de-
ceive the discriminator, whereas the Electra model is
trained with maximum probability. Finally, The Electra
pre-training’s loss is a combination of MLM loss and
discriminator loss as follows:

min
θG,θD

∑
∈X

LMLM(, θG) + λLDisc(, θD)

4.2. ARAELECTRA
The ARAELECTRA model (Antoun et al., 2020) is
an ELECTRA-based Arabic language representation
model. The goal of developing this model for the Ara-
bic language is to improve current Arabic reading com-
prehension. The model is a bidirectional transformer
encoder model with 136M parameters that includes 12
encoder layers, 12 attention heads, 768 hidden sizes, and
512 maximum input sequence lengths. As stated in the
previous section, the ARAELECTRA pre-training ob-
jective replaced token detection (RTD). The pre-training
dataset is identical to that of ARABERTV0.2 (Antoun et
al., ). The dataset used is a collection of Arabic corpora
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Model Dataset Loss Function pRR

MARBERTv2 QRCD Cross-Entropy 50.46

ARAELECTRA QRCD
Cross-Entropy 56.07

Focal-Loss + Label Smoothing 57.60
Focal-Loss 59.84

ARAELECTRA Ar-TyDi QA + QRCD Cross-Entropy 62.88

ARAELECTRA Ar-TyDi QA + ArSQuAD + ARCD + QRCD
Cross-Entropy 66.9

Focal-Loss 61.2
Dice-Loss 61.4

Table 2: The Results Of Applying Different Models on Development Set

totalling 8.8 billion words, the majority of which are
news articles.

4.3. Fine-Tuning On Ar-TyDi QA
TyDi QA (Clark et al., 2020a) is a question-answer
dataset with 204K question-answer pairs that covers
11 typologically diverse languages. TyDi QA’s typol-
ogy includes a wide range of languages. TyDi QA has
a significant benefit in that data is collected directly
in each language without the usage of neural machine
translation. Furthermore, to give a realistic information-
seeking activity, the questions are written by individuals
who want to know the answer but do not yet know the
answer, as opposed to SQuAD. We trained our model
in the Arabic subset of the TyDi QA, the training exam-
ples were 15,364 and testing 941 with a total of 16305
samples. The model achieved an F1 score of 85.7% and
an exact match of 72.9%.

4.4. Fine-Tuning On Arabic SQuAD and
ARCD

Arabic-SQuAD: (Mozannar et al., 2019) The Arabic-
SQuAD was obtained by a neural machine translation
from the English version; the translation was carried out
using the Google Translate neural machine translation
(NMT) API; the authors chose to translate SQuAD
version 1.1 because it was the most popular benchmark
for Machine Reading Comprehension (MRC). Out of
the 536 articles in the SQuAD training set, they only
translated the first 231. The final distribution of the
dataset is 48,344 questions on 10,364 paragraphs.

Arabic Reading Comprehension Dataset (ARCD):
(Mozannar et al., 2019) ARCD’s questions was written
by proficient Arabic speakers. They retrieved the top
1000 viewed articles on Wikipedia in 2018 and then
randomly sampled 155 articles. They tried to make
the articles’ topics as diverse as possible, including
religious and historical figures, sports celebrities,
countries, and companies. Finally, they requested a
worker to create three question-answer pairs for each
paragraph in unambiguous Modern Standard Arabic,

with the answer to each question being an exact span of
text from the article’s paragraph. ARCD is composed of
1,395 questions along with their passages and answers.

Model Training: To train the proposed model, we
merged the previous datasets, Arabic SQuAD and
ARCD. The model was initially fine-tuned on Ar-
TyDiQA, then the same model was used to fine-tune
on the combined two datasets, yielding 49,739 ques-
tions, with the training set including 39,791 questions
and the test set containing 9,948 questions, together with
their passages and answers. The model obtained an F1
score of 70.05% and an exact match score of 36.47%.

4.5. Fine-Tuning On QRCD
Following the previous phases of fine-tuning the model
on the Ar-TyDi QA and Arabic SQuAD + ARCD, we
acquired the model’s weights and fine-tuned it again
on QRCD to improve performance. On the Develop-
ment and Test sets, the model achieved 66.9% pRR and
54.59% pRR, respectively. We follow this approach due
to the QRCD’s small sample size because it is known
that Deep Learning models require a large sample size
even if it is pre-trained on a large corpus, and the trans-
ferred knowledge from previous dataset training helped
the model retrieve better answers because the MSA(the
style in which Ar-TyDi QA, Arabic SQuAD, and ARCD
are written) is similar in many characteristics to CA (the
style in which the Holy Qu’ran is written). This method
is used in a variety of fields (Thrun and Pratt, 2012),
(Menegola et al., 2017), (Jang et al., 2019), (Silver et al.,
2013), not just in the Machine Reading Comprehension
task. Even if the model suffers from catastrophic forget-
ting (McCloskey and Cohen, 1989) during the different
phases of our training pipeline, which is split into three
phases as detailed in the previous section, it may benefit
from the transferred knowledge.

5. Results and Discussion
5.1. Performance Metrics
Because this is considered a ranking task, the QA system
is needed to return up to 5 potential answers. The pRR
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Figure 2: Samples Of Questions Combined With Context and Predicted Answers(in Green).

is best for measuring the retrieving performance of the
system. pRR is a Reciprocal Rank variation in which
the system may retrieve answers that partially match the
gold ground-truth answers at different rankings. The
suggested approach gives credit to responses at any rank
but adds a penalty as the rank of the answers increases
(1 top/best to 5 lowest), as shown below.

pRR(R) =
mrk

k
; k = min{k|mrk > 0},

where k denotes the rank position (in our case k = {1 to
5}). mr is computed as follows:

mr = max
a∈A

fm(r, a)

Where fm(r, a) is an answer-match function that
matches a system answer r with the answer a in our
case, we utilise the F1 measure applied across ques-
tions.

5.2. Experimental Results
In this section, we will present the results of experiment-
ing with various models and architectures trained on
different datasets, as well as the impact on performance.
We analyzed multiple pre-trained models tailored for
Arabic QA and found that the best performing models
were MARBERTv2 and ARAELECTRA on multiple
datasets. The results of our experiments showed that
ARAELECTRA greatly outperformed MARBERTv2
on QRCD, which incentivised our choice to continue

using ARAELECTRA in our pipeline.

MARBERTv2: (Abdul-Mageed et al., 2021) was
trained using the same data as MARBERT and
ARBERT, as well as the AraNews dataset (?), but with
a longer sequence length of 512 tokens over 40 epochs,
totalling 29B tokens. MARBERTv2 didn’t obtain
competitive results on QRCD, yielding 50.46, 32.11,
and 50.5 pRR, exact match, and F1 on the development
set, respectively .

Datasets: We fine-tuned ARAELECTRA on three
datasets(Ar-TyDi QA, Arabic SQuAD, ARCD, and
QRCD) as described in the previous sections. ARA-
ELECTRA fine-tuned in the three datasets yielded
the best performance of all the experiments. The
comparison between the model’s performance was
fine-tuned on different datasets and tested on the
development set illustrated in Figure 1.

Loss Functions: We experimented with several loss
functions to see how they affected performance because
the data imbalance issue is more severe for MRC tasks
(Rajpurkar et al., 2016), (Bajaj et al., 2016), (Rajpurkar
et al., 2018), with a negative-positive ratio of 200-50.
Because the MRC task is thought to anticipate the start
and end indices of the answer based on the query and
context, only two tokens (start and end) are considered
positive, while the others are considered negative. We
tested Focal-loss (Lin et al., 2017) which is a dynami-
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cally scaled cross-entropy loss by applying a modulating
term to focus the learning process on low confidence
examples (hard misclassified) and down-weight the con-
tribution of the high confidence examples (easy clas-
sified). Also, we applied Dice-Loss (Sorensen, 1948),
(Dice, 1945), which is an F1- oriented statistic used
to gauge the similarity of two sets. We only evaluated
those losses in the last phase (fine-tune on QRCD), be-
cause we didn’t have enough time to experiment with
it in the early phases. But, we believe applying those
loss functions in the early phases may enhance overall
performance (Li et al., 2019). The results of different
experiments are shown in Table 2

5.3. Results Analysis
The test set has 238 samples. We analysed the results
across all competition participants. For each sample in
the test set, we have the minimum, median, and max-
imum pRR across all submitted runs from all teams.
We obtained 73 samples equal to the maximum pRR,
124 samples larger than the median, 52 samples less
than the median, 62 samples equal to the median, and
21 samples equal to the minimum pRR from all 238
samples. Figure 2 Samples of the test set questions and
their context are illustrated, with the predicted answers
highlighted in green.

6. Conclusion and Future Works
In this study, We proposed a method for dealing
with QA in the Holy Qur’an. The ARAELECTRA
model’s efficiency and performance were improved by
fine-tuning it on the Ar-TyDi QA, Arabic-SQuAD, and
ARCD datasets before fine-tuning it on the competition
dataset (QRCD). Furthermore, because the dataset is im-
balanced, experimenting with different loss functions to
observe how they affect the model performance resulted
in a higher model pRR score using the Cross-Entropy
loss, which achieved 66.9% on the development set
and 54.59% on the test set. In future work, we aim
to experiment with alternative loss functions in the
early stages of our technique to see whether it improves
model performance and efficiency. Moreover, Increas-
ing the dataset size may improve the model’s robustness.

Code Availability: The code that was used
to conduct the experiments in this work can
be found at the following GitHub reposi-
tory:https://github.com/Alymostafa/
GOF-Qur-an-QA-2022-Shared-Task-Code
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