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Abstract
A unified gold standard commonly exploited in natural language processing (NLP) tasks requires high inter-annotator
agreement. However, there are many subjective problems that should respect users’ individual points of view. Therefore, in
this paper, we evaluate three different personalized methods for the task of hate speech detection. Our user-centered techniques
are compared to the generalizing baseline approach. We conduct our experiments on three datasets including single-task and
multi-task hate speech detection. For validation purposes, we introduce a new data split strategy, which prevents data leakage
between training and testing. To better understand the behavior of the model for individual users, we carried out personalized
ablation studies. Our experiments revealed that all models leveraging user preferences in any case provide significantly better
results than most frequently used generalized approaches. This supports our general observation that personalized models
should always be considered in all subjective NLP tasks, including hate speech detection.
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1. Introduction
At first glance, disagreement and nonregular anno-

tations can be seen as noise that drags the performance
of NLP task detection models down. As we know,
the ability to think and perceive the environment dif-
ferently is natural to humans as such. Therefore, it is
crucial to include this observation while building pre-
dictive models in order to reflect the setup close to real-
ity. As simple as this may seem, it is important to keep
in mind that the key ideas behind NLP phenomenon de-
tection, such as gold standard, agreement coefficients,
or the evaluation itself need to be thoroughly analyzed
and reconsidered especially for subjective NLP tasks
like hate speech detection, prediction of emotional elic-
itation, sense of humor, sarcasm detection, or even sen-
timent analysis. Such NLP tasks come with each com-
plexity of their own, especially within the aspect of
subjectivity, therefore making them difficult to solve
compared to non-subjective tasks.

The changes that need to be implemented do not
only consist of acquiring of suitable annotated data, but
also of the problem definition itself. The vast major-
ity of methods related to hate speech detection focus
on one generalized interpretation of the texts, usually
called ground truth or gold standard (Basile, 2020a),
that is, an assignment of a single right value to the
textual content being labeled. This process could be
supported by defining specific guidelines or by adding
active learning methods (Huang et al., 2017) in order
to adequately address the disagreement of annotations.
We, however, follow another personalized direction, in
which model prediction is individualized for every user.

Our contribution is, inter alia, comprehensive ex-

perimental studies on hate speech for three datasets
(suitable for both multi-task and single-task) and vari-
ous personalized architectures (section 3). This data di-
versity helps us to accurately grasp the accuracy in the
subjective setup, regardless of the characteristics of the
datasets themselves. We have also decided to compare
the fine-tuned and non-fine-tuned models in order to
uncover possible errors in the assessment of the scores.
Another valuable comparison was performed between
collaborative filtering and the transformer-based archi-
tecture. Data extraction methods were evaluated side
by side with information extraction methods based on
data related to attention. As the key personalization
ideas needed a new definition, we have managed to
formulate a new data split and validation strategy, see
Fig. 3. Such enhancements in the fundamental pro-
cesses and concepts of deep neural solutions to NLP
tasks turned out to be more accurate in terms of cap-
turing the subjectivity of a single user, performing a
legitimate personalization of user opinions in terms of
their sensitivity to hate speech, both as a receiver and
as an addressee (Fig. 1). Compared to the generalized
approach, we have achieved results that greatly exceed
the more common process of gratifying the majority,
as seen in Section 6. To magnify and secure the scores
achieved, we performed an ablation study, as well as
a detailed analysis of the lower performance values in
our models.

2. Related work
The number of tasks included in the natural lan-

guage processing research areas is constantly grow-
ing. This phenomenon has potential that will even-
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Figure 1: Personalization as an interesting alternative
to majority voting.

tually help with the tasks where consumers’ opinions
will be prioritized. The use of a perspectivist approach
performs well in many NLP detection tasks, such as
hate speech (Rajadesingan et al., 2015; Zhang et al.,
2016; Amir et al., 2016; Gong et al., 2017; Chetty
and Alathur, 2018; Fortuna and Nunes, 2018; Gultchin
et al., 2019; Kamal and Abulaish, 2019; Kocoń et
al., 2021; Mondal and Sharma, 2021). To accurately
grasp the idea behind uncovering the universal emo-
tional characterization of the data annotated by users,
we first need to define what that gold standard truly
is in our case. The authors of the work (Aroyo and
Welty, 2015) claim that the truth is completely relative
and is more closely related to agreement and consen-
sus. In Seven Myths, the myth of One Truth is de-
bunked through various examples, indicating that the
correct interpretation of the sentence is a matter of
opinion, and therefore there is no one true interpreta-
tion. This statement is a high-level look at the domain
of NLP. However, there are other approaches. As such,
the most common is represented through the general-
ized approach. This method suggests that the major-
ity is the gold standard and the authors of the work
(Liu et al., 2019) imply that specific label aggrega-
tion methods can help provide reliable representative
semantics at the population level. In the domain of de-
tecting and labeling hate speech, recent work (Akhtar
et al., 2020) presents an approach that creates differ-
ent gold standards, one per chosen group. Experiments
indicate that supervised models that include different
perspectives on a certain topic outperform a baseline
model that was trained on fully aggregated data. Sim-
ilar results exposing these phenomena were presented
in (Weerasooriya et al., 2020), which included the size
of each group. The authors processed the annotation
collection for each data item as a sample of the opin-
ions of a population of human annotators. Among each
group of individuals, disagreement was a natural and
expected occurrence. Therefore, a standard training
set may contain a large number of very small sam-
ples, one for each data item, none of which, by itself,

is large enough to be considered representative of the
beliefs of the underlying population about each topic.
Another crucial aspect in the phenomena detection in
texts, is the agreement coefficients. Some of them were
shown in the work (Artstein and Poesio, 2008) in which
the authors exposed the underlying assumptions of the
agreement coefficients, covering Krippendorff’s alpha,
Scott’s pi, and Cohen’s kappa. They discussed the use
of coefficients in various annotation tasks and argued
that weighted alpha-like coefficients, traditionally less
used than kappa-like measures in computational lin-
guistics, may be more appropriate for many corpus an-
notation tasks. However, a certain problem with Co-
hen’s Kappa has been found, as described in (Powers,
2012). Deploying a system in a context which has the
opposite skew from its validation set can be expected
to approximately negate Fleiss’s Kappa and halve Co-
hen’s Kappa, but leave Powers Kappa unchanged. For
most performance evaluation purposes, the latter is,
therefore, most appropriate. Some annotators choose
bad labels to maximize their pay. To avoid manual
identification, a response model item named MACE
(Multi-Annotator Competence Estimation) was intro-
duced in (Hovy et al., 2013). It learns in an unsu-
pervised fashion to identify which annotators are trust-
worthy and predict the correct underlying labels. The
process of matching the performance of more complex
state-of-the-art systems performs well even under ad-
versarial conditions. On the other hand, a low level
of agreement between annotators can have a positive
effect on the performance of the models (Leonardelli
et al., 2021). (Plank et al., 2014) present an empiri-
cal analysis of part-of-speech annotated data sets that
suggests that disagreements are systematic across do-
mains and, to some extent, also across languages. A
quantitative analysis of tag confusions reveals that most
disagreements are due to linguistically debatable cases
rather than annotation errors. And the final key el-
ement is the evaluation itself. Although not largely
analyzed, it may expose some of the less obvious is-
sues. The work (Basile, 2020b) suggests that majority-
driven gold standards can be undone in time, and the
coming progress in NLP is headed towards an inclu-
sive approach that may preserve the personal opinions
and perspectives of annotators. The same author ap-
peared in the work (Basile et al., 2021) and expressed
disagreement with practices such as minimizing dis-
agreement or creating cleaner datasets. That simpli-
fication is said to result in oversimplified models for
end-to-end tasks. Therefore, there exists a need for im-
provement evaluation practices in order to better grasp
such a disagreement.

3. Datasets
The data we used were collected from three

datasets: Measuring Hate Speech, Wikipedia Detox
Aggression, and Unhealthy Conversations. All datasets
contain texts that are related to offensive speech, yet
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differ significantly from each other to a degree that ac-
curately displays the universal nature of the evaluated
methods; see Tab. 1 for a detailed data profile.

3.1. Measuring Hate Speech (MHS) dataset
The Measuring Hate Speech dataset (Kennedy et

al., 2020) consists of 39,565 comments acquired from
YouTube, Twitter, and Reddit. These comments are
annotated by 7,912 Amazon Mechanical Turk work-
ers from the United States. The annotators focused on
measuring the intensity of various types of offensive-
ness. It means that a given user annotated a text with
the level of each of ten types: (1) disrespect, (2) insult,
(3) humiliation, (4) sentiment, (5) attacking or defend-
ing nature of the post, (6) dehumanization, (7) inferior-
ity of the status, (8) hate speech, (9) violence, and (10)
genocide. Each type was treated by us as another NLP
task – a distinct output of the model. The correlations
between the annotations for the different types (tasks)
are shown in Fig. 2.
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Figure 2: Correlation between real values of the hate
speech types (tasks) for the same text in the MHS
dataset

3.2. Wikipedia Detox: Aggression
The data available in Wikipedia Detox: Aggression

dataset was accumulated during the Wikipedia Detox
project 1 that took place between 2001 and 2015. It
consists of 116k texts from the Wikipedia forum that
were labeled by more than 4k annotators. Each human
annotator marked the level of aggression from -3 to 3,
where the value -3 defines a highly aggressive text and
3 implies a complete lack of aggression in the labeled
text. We have simplified the values to range from -1
to 1, where negative or zero values correspond to the

1https://meta.wikimedia.org/wiki/
Research:Detox/Data_Release

highly aggressive label, whereas the values greater than
0 to the non-aggressive one.

3.3. Unhealthy Conversations
The Unhealthy Conversations dataset (Price et al.,

2020) was made publicly available in October 2020. It
contains 44k unique comments of 250 characters or less
from Globe and Mail opinion articles sampled from
the Simon Fraser University Opinion and Comments
Corpus dataset (Kolhatkar et al., 2020). Each com-
ment was coded by at least three annotators with at
least one of the following class labels: antagonize, con-
descending, dismissive, generalization, generalization
unfair, healthy, hostile, and sarcastic. The comments
were presented in isolation to the annotators, without
the surrounding context of the news article and other
comments, thus possibly reducing bias.

4. Methods
To investigate the impact of subjectivity on the

modeled tasks, we compare four different neural-based
models: one non-personalized (TXT-Baseline) and
three personalized (HuBi-Formula, HuBi-Medium and
UserId). All the described models are neural networks
trained using a backpropagation algorithm.

• TXT-Baseline (Kocoń et al., 2021) – the baseline
model that uses only the language model vector
representation for the prediction. This model is
used in most NLP tasks, where it is assumed that
there is only one ground truth for each text and
the prediction is not dependent on the person. The
model consists of one linear layer that projects the
text vector representation into the desired predic-
tion dimension.

• HuBi-Formula (Kocoń et al., 2021) – the sim-
plest personalization model which uses additional
statistical features of a person to improve the qual-
ity of model predictions. The features of the per-
son are their Z-scores of annotations for each class
calculated from the training dataset. The person’s
Z-score can be interpreted as their standarized de-
viation from mean labels of texts that he anno-
tated, which allows the model to learn that the
person is more or less likely to annotate given la-
bel. The architecture of the model is similar to
TXT-Baseline, with the difference that Z-scores
are concatenated to textual vector representations
before the projecting linear layer.

• HuBi-Medium (Kocoń et al., 2021) – inspired by
collaborative filtering methods, this model learns
a personal latent vector which captures personal
beliefs about the modeled task. As in the neural
collaborative filtering model (He et al., 2017), the
personal latent vector is multiplied element-wise
with the textual vector, and the resulting vector is
further fed to linear layers. Vectors are initialized
randomly and learned through backpropagation.

https://meta.wikimedia.org/wiki/Research:Detox/Data_Release
https://meta.wikimedia.org/wiki/Research:Detox/Data_Release
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Measuring Hate Speech Wiki Detox Aggression Unhealthy Conversations
Textual content profile comments comments & discussions comments & discussions

Tasks

disrespect, insult, humiliate, aggression antagonize, condescending,
sentiment, attack-defend, dismissive, generalization,

dehumanize, status, hatespeech, unfair generalization, healthy,
violence, genocide hostile, sarcastic

Labels / values {0, . . . , 4} {0, 1} {0, 1}
Output / ML task 10*regression binary classification 8*binary classification
Number of texts 39,565 115,864 44,355
Number of annotations 135,556 1,365,217 244,468 (227,975 valid)
Number of annotators 7,912 4,053 558
Avg. annotations per text 3.43 11.78 4.66
Avg. annotations per annotator 17.13 336.84 387.71
Language English English English

Table 1: Dataset profiles.

• UserId (Kocoń et al., 2021) – this model encodes
the information about a person by appending a
user ID token to the beginning of the annotated
text. The text with the user ID is then encoded
with the transformer model into a vector represen-
tation. As an extension of the original model, to
prevent the tokenizer from splitting the user ID to-
kens, we manually add them to models’ special
tokens set. In this model, the transformer weights
are trained with the whole model to learn the de-
pendencies between the user and the text.

5. Experimental Setup
To provide a comparison between the generalized

approach and personalized methods, we choose the
TXT-Baseline architecture as our baseline. It provides
the same unified prediction for a given text. It does
not take into account the existence of individual users
at all. However, to enable comparability of the results,
we trained the baseline model in the same setup as the
personalized architectures, i.e. treating each annotation
concerning a given text and made by a specific user as
a separate training sample.

To counteract the possible imbalance between text
relevance, we applied the text-based data split and the
10-fold cross-validation shown in Fig. 3.

Due to the various text lengths in each dataset de-
scribed in Sec. 3 we limited each text to 128 tokens.
The WikiDetox Aggression dataset required additional
preprocessing, including the removal of the new-line
sign from each text. On the other hand, we used multi-
objective regression for the MHS dataset and scaled the
sample labels to the range [0, 1].

To obtain the vector representations of the texts in
each dataset, we leveraged the XLM-RoBERTa (XLM-
R) (Conneau et al., 2020) model and its tokenizer. We
used the implementation provided by the HuggingFace
library (Wolf et al., 2020).

For the TXT-Baseline, HuBi-Formula, and HuBi-
Medium models, our experimental setup consists of
two phases: generating embeddings and training clas-
sifiers. The first phase involves splitting the texts of the
training samples into tokens and then generating their

embeddings via the language model. On the contrary,
we could include the language model in the training
process. This would improve the performance of each
model, but also significantly increase the learning time,
because of the performing the forward and the back-
ward propagation through the layers of the language
model, which in our case consists of a very large num-
ber of parameters. This setup would be too expensive,
taking into account multiple model architectures and
the 10-fold cross-validation. The main objective of our
work is to show the impact of personalization on the
performance of reasoning methods. Another advantage
of this approach is a more robust comparison of differ-
ent model architectures, highlighting the best extrac-
tion of user knowledge.

To obtain a vector representation of the text, we av-
eraged the embeddings of all tokens. Our technique
differs from the standard approach of focusing on a
CLS token that contains a representation of the entire
text. During the initial experiments, we found that em-
bedding of the entire text based on the averaged vector
representation of the tokens yields better results than
the standard technique using the CLS token embed-
ding.

In the case of the UserId model, each text is tok-
enized and encoded with the transformer in each epoch
during the training procedure. This approach results in
significantly increased training time. However, it en-
ables fine-tuning of the transformer weights in order to
achieve a better quality of the predictions.

In the training process, we used Adam optimizer
(Kingma and Ba, 2015) and set the cross-entropy
(Zhang and Sabuncu, 2018) as our loss function. The
hyperparameter values including the learning rate, the
number of epochs, and the size of the training batch
were optimized separately for each dataset. HuBi-
Medium model contains additional hyperparameters re-
lated to user representation. The size of the user em-
bedding is set to 50. We initialized the weights of the
embedding layer with the values we acquired from the
uniform distribution within the range (−0.01, 0.01).

In the case of classification tasks performed on the
WikiDetox Aggression dataset, we measured the macro
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f1-score (F1). For the regression tasks performed on
the MHS dataset, we used the R2 measure. To measure
the significance of the difference between different ex-
periment configurations, we performed statistical tests.
After ensuring that the test assumptions are met, we
applied the independent samples t-test with the Bon-
ferroni correction. If the assumptions could not be ful-
filled, we used the Mann-Whitney U test.
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Figure 3: Data split strategy used for each dataset us-
ing the example of the WikiDetox Aggression dataset.
White blocks are texts, which are not annoated by a
specific user.

6. Results
Experiments were carried out for each set presented

in Tab. 1. For the Measuring Hate Speech dataset, the
results of the model that predict the exact value of each
dimension are presented in Tab. 2. For 9 out of 10 di-
mensions, we see a strong predominance for the UserId
model. Thus, it also occurred in the average score for
the entire model, 48.67% vs 40.95% (the second-best
model, HuBi-Medium). HuBi-Formula and HuBu-
Medium models compared to the TXT-Baseline per-
form significantly better in 5 out of 10 dimensions.
They were also superior to UserId on the dehuman-
ize dimension. When comparing the score of TXT-
Baseline (generalized approach) and HuBi-Medium
(personalized approach), we see an analogous jump
in the average score as between HuBi-Medium and
UserId. The average scores for these two models are
35.45% (TXT-Baseline) and 40.95% (HuBi-Medium),
respectively. HuBi-Formula (37.90%) compared to
TXT-Baseline (35.45%) also performs slightly better.
The most problematic dimension for all models was
the status dimension. The results for each architecture
were at least one third worse than for the other dimen-
sions.

For the second dataset, WikiDetox: Aggresion, the
results are shown in Tab. 3. In this case, we are look-

ing at a classification task. The UserId model proved
to be the best for the positive class and the macro
scale. For the cases where we had no aggression, all
4 models achieved similar results. For a simple bi-
nary determination of the content of an utterance type
in a text, the differences between the models were no
longer as apparent as for the first dataset. The most
visible and significant differences for the positive class
are around the same values. These are 52.72% (TXT-
Baseline), 60.54% (HuBi-Formula), 65.46% (HuBi-
Medium), and 69.99% (UserId), respectively. The
macro difference between the generalized approach
(TXT-Baseline, 72.60%) and the best personalized ap-
proach (UserId, 81.91%) is 9.31%. However, between
the second best personalized model (HuBi-Medium,
79.49%) and the best personalized model (UserId, with
a score of 81.91%), the difference, although significant,
is already marginal with respect to the computational
complexity of the model and is 2.42%.

The bivariate histogram showing the difference be-
tween the regression results obtained for the HuBi-
Medium and the TXT-Baseline models is presented in
Fig. 4. The points in the upper left half of the diagram
(above the red line) are users for whom the personal-
ized HuBi-Medium architecture achieved better results
than the generalized baseline. However, the points lo-
cated in the lower right half of the histogram (under the
red line) are the users whose annotations were better
predicted by the TXT-Baseline model. It can be seen
that the personalized model (HuBi-Medium) achieves
the best results in all tasks. The use of personalization
improved the performance of the model in the tasks:
humiliate, dehumanize, violence, and genocide.

For the last dataset, Unhealthy Conversations, the
results are presented in Tab. 4. As a consequence of the
unbalanced dataset (almost 80% are cases of healthy
statements), this is the most difficult dataset presented
from a prediction quality perspective. In this case,
the model based on the fine-tuned transformer showed
tremendous gains. The differences between the other
architectures here were as much as tens of percent (e.g.
74.25% vs 46.10% for the antagonize dimension in
the case of TXT-Baseline). The HuBi-Formula model
showed almost no gains relative to the TXT-Baseline
model. For the HuBi-Medium architecture for 2 of the
8 classes, we had statistically significant improvements
over TXT-Baseline. These were 49.65% vs 46.10% for
the antagonize dimension and 52.85% vs 44.11% for
the healthy dimension.

7. Discussion
The architectures evaluated during the experiments

are characterized not only by different structures, but
also at the level of information extraction. The HuBi-
Formula model focuses on single-valued human bias
(HB). It measures how much a user distinguishes them-
selves from other users based on their decisions. It can
be calculated before the training procedure. The HuBi-
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respect insult humiliate sentiment attack-defend dehumanize status hatespeech violence genocide mean
TXT-Baseline 48.03±7.01 43.53±6.96 38.74±6.38 50.17±6.00 34.67±6.19 27.18±5.97 22.79±6.95 32.74±5.81 30.23±6.78 17.98±8.93 34.54±4.39
HuBi-Formula 47.38±6.44 43.20±5.95 41.69±5.44 49.23±5.88 35.19±4.82 38.77±3.51 26.58±4.87 35.48±4.32 36.91±6.62 25.19±10.84 37.90±2.85
HuBi-Medium 48.53±6.07 44.45±5.77 43.52±4.83 49.80±6.30 36.66±4.58 42.29±4.11 29.73±6.01 39.10±4.48 42.57±9.51 33.42±14.36 40.95±3.48
UserId 60.73±5.24 55.44±5.44 48.86±5.52 62.76±5.05 48.00±4.56 37.27±5.36 34.21±5.10 46.78±6.22 48.80±11.53 43.81±15.39 48.67±8.70

Table 2: R2 measure values for the Measuring Hate Speech dataset. The values in bold are significantly better
than the values of other classifiers (rows). Underlined values are significantly better than in other tasks (columns).

Figure 4: Bivariate histogram of the results R2 obtained by the HuBi-Medium and TXT-Baseline models for
individual users for each of the tasks in the Measuring Hate Speech Dataset. The area was narrowed down to [-1,
1] because at least 95% of users obtained this result on each task.

F1 negative F1 positive Macro F1
TXT-Baseline 92.21 ± 0.36 52.72 ± 1.64 72.60 ± 0.94
HuBi-Formula 92.91 ± 0.34 60.54 ± 1.05 76.82 ± 0.56
HuBi-Medium 93.38 ± 0.31 65.46 ± 0.96 79.49 ± 0.39
UserId 93.83 ± 0.16 69.99 ± 0.94 81.91 ± 0.43

Table 3: Classification results for WikiDetox: Aggres-
sion dataset. Values in bold are significantly better than
other classifiers (rows). Underlined values are signifi-
cantly better than the performance of the given model
in other tasks (columns). Metrics: F1 negative – F1
score for the nonaggressive class (0); F1 positive – F1
score for the aggressive class (1); Macro F1 – the macro
average of the F1 scores for each class.

Medium model involves the user representation ob-
tained during the training procedure through the back-
propagation procedure. On the other hand, the UserId
model takes advantage of the transformer-based ar-
chitecture with masked language modeling and self-
attention. Those two are different ways of information
extraction, including the user representation generation
procedure.

The UserId model achieved the best result on the
vast majority of tasks in each of the evaluated datasets.
This may be related to its much more complex structure
compared to the other classifiers. The fine-tuned trans-
former architecture combined with self-attention mech-
anism allowed for a better understanding of the text
and improved the ability to extract additional knowl-
edge about the user preferences.

The greatest gains in the case of WikiDetox: Ag-
gression dataset were observed for the aggressive class
(1). This may be due to the much more subjective na-
ture of this label.

Applying the 10-fold cross-validation allowed con-
ducting statistical tests, and measuring the standard de-
viation between each model performance on specific
folds provided information about its stability. More-
over, fine-tuning the language model in this setup
would be much more expensive.

In addition to individual user annotations, metadata
such as the context of texts, comments, and information
about the author may allow the extraction of additional
knowledge.

8. Conclusions and Future Work
The experiments carried out on three datasets al-

lowed us to observe some interesting phenomena. The
task of detecting hate speech is difficult due to its com-
plex context. The first significant issue is the lack of the
possibility of application of simple dictionary analysis
because wordplay really matters in hate interpretation.
For this reason, we have shown that using appropriate
architectures and state-of-the-art solutions extracts rep-
resentations containing complete knowledge from text.

The second problem is that each user may have very
different perception of offensiveness. The personalized
approach allowed us to substantially increase the pre-
diction quality compared to the generalized approach.

This leads us to the general conclusion presented in
Fig. 5: the ground truth is subjective. Therefore, we
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antagonize condescending dismissive generalisation unfair generalisation healthy hostile sarcastic
TXT-Baseline 46.10 ± 0.21 45.80 ± 0.14 46.74 ± 0.20 47.99 ± 0.23 48.23 ± 0.20 44.11 ± 0.32 47.10 ± 0.15 46.31 ± 0.22
HuBi-Formula 46.15 ± 0.19 45.85 ± 0.17 46.76 ± 0.20 47.99 ± 0.23 48.23 ± 0.20 44.30 ± 0.34 47.11 ± 0.15 46.32 ± 0.22
HuBi-Medium 49.65 ± 2.49 48.03 ± 1.54 47.25 ± 0.43 47.99 ± 0.23 48.23 ± 0.20 52.85 ± 4.69 47.17 ± 0.19 46.37 ± 0.23
UserId 74.25 ± 1.77 71.88 ± 3.14 67.87 ± 4.18 68.72 ± 4.20 67.78 ± 4.37 66.68 ± 1.86 70.40 ± 2.62 65.96 ± 2.99

Table 4: Classification results for Unhealthy Conversations dataset. The values in bold are significantly better than
other classifiers (rows). Underlined values are significantly better than the performance of the given model in other
tasks (columns). Metrics: Macro F1 – the macro average of the F1 scores for each class.

Figure 5: Meme representing the moment of sudden
realization that the ground truth we were all looking
for is subjective and we cannot use approaches based
on generalization.

should gather and incorporate knowledge about anno-
tators into the reasoning models.

Our validation of three personalized architectures
on three distinct datasets revealed that the UserId
model usually performs best even though it requires the
user to be precisely identified before the training pro-
cess.

The code for all methods and experiments is pub-
licly available on GitHub2 under the MIT license.

Overall, we strongly believe that architectures ca-
pable of representing the user beliefs in the compre-
hensive way appear to be the future of inference for
subjective NLP tasks including hate speech detection.

Based on our experiments on the Unhealthy Con-
versations dataset, we want to address the problem of
dimensional imbalance in our future work. Only 20%
of this dataset corresponds to instances with unhealthy
speech. Thus, seven dimensions are massively under-
represented in relation to the healthy speech cases.

2https://github.com/CLARIN-PL/
personalized-nlp/releases/tag/
2022-lrec-nlperspectives
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