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Abstract
Hate speech recognizers may mislabel sentences by not considering the different opinions that society has on selected topics.
In this paper, we show how explainable machine learning models based on syntax can help to understand the motivations that
induce a sentence to be offensive to a certain demographic group. To explore this hypothesis, we use several syntax-based
neural networks, which are equipped with syntax heat analysis trees used as a post-hoc explanation of the classifications and
a dataset annotated by two different groups having dissimilar cultural backgrounds. Using particular contrasting trees, we
compared the results and showed the differences. The results show how the keywords that make a sentence offensive depend
on the cultural background of the annotators and how this differs in different fields. In addition, the syntactic activations show
how even the sub-trees are very relevant in the classification phase.
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1. Introduction
Hate speech recognizers (HSRs) (Warner and
Hirschberg, 2012; Djuric et al., 2015; Gambäck
and Sikdar, 2017) can be a great tool to contrast
offensive terms, limit negative debates, and protect
ethnic minorities. Indeed, these recognizers are
excellent for spotting sentences containing offensive
words as, over the years, several datasets focussing
on this phenomenon have been released and used as
training models (Waseem and Hovy, 2016; Davidson
et al., 2017; Founta et al., 2018; Basile et al., 2019).
However, these standardized datasets focus purely on
offensive terms and indicate sentences as hate speech
only because they contain words typically labeled as
hate. This becomes a serious problem as hate speech
recognition is done only focusing on trigger words.
The context where sentences are written is disregarded
as well as the addressees of the messages in these
sentences.
Anyway, focusing on trigger words, HSRs increase the
probability of tagging sentences from dialects of spe-
cific ethnic communities as hate speech. The result is
that users who should be protected may risk banning
(Sap et al., 2019). This is because some words are not
offensive to some groups of people with particular eth-
nic backgrounds. On the contrary, the use of apparently
inoffensive words can have a huge offensive impact on
the society of other ethnic groups. So, the problem of
hate speech and automatic hate speech detectors can-
not be summarized in the classification of offensive ele-
ments but has a broader impact that includes who reads
those sentences and how they are written.
Word-based and transformer-based models have a de-
bias problem that is difficult to mitigate or easy to
escape (Hosseini et al., 2017), and a typical solution
is to use regularization techniques as in the case of

transformers, by fashioning their attention mechanism
(Kennedy et al., 2020). Although, attention seems to
capture syntactic information (Eriguchi et al., 2016;
Chen et al., 2018; Strubell et al., 2018; Clark et al.,
2019), it is not clear how these regularizations reduce
the use of trigger words.
In this paper, we want to find out - through syntac-
tic models - what are the substructures that make a
sentence labelable as hate speech, comparing explain-
able models trained on the same dataset but labeled by
groups of people with different backgrounds. Our re-
sults show how the hate speech phenomenon is quite
subjective and how the underlying motivations are dif-
ferent according to the cultural background of the an-
notators.

2. Background and related works
Methods to improve the interpretability of the predic-
tions of supervised machine learning models and deep
learning models are generally found in the literature
around Explainable AI (XAI) (Samek et al., 2017;
Samek and Müller, 2019; Vilone and Longo, 2020).
For text classification tasks such as sentiment analysis
or hate speech detection, methods have been proposed
that work at the lexical level (Clos et al., 2017) or by
highlighting subsequences of text that contribute to the
final label (Perikos et al., 2021). Most modern models
of neural interpretability rely on attention-based tech-
niques (Bodria et al., 2020), using auxiliary tasks such
as Aspect-Based Sentiment Analysis for Document-
Level Sentiment Analysis interpretability (Silveira et
al., 2019), or external knowledge (Zhao and Yu, 2021).
While it has been postulated that attention-based mod-
els learn syntactic structure to a certain degree (Man-
ning et al., 2020), the role of syntax in the interpreta-
tion of the model is still understudied, as opposed to
classification (Cignarella et al., 2020).
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The massive use of syntax, defined as heat parse trees
and used as a post-hoc explanation of the classification,
has shown that in the hate speech phenomena, syntax
alone is not able to distill the prejudice because it is al-
ready intrinsic in the most common hate speech train-
ing corpora and so, syntax cannot drive the “attention”
of hate speech recognizer to ethically-unbiased features
(Mastromattei et al., 2022).
The potential impact of a perspectivist approach to-
wards improving the interpretability of supervised
Linear Programming (LP) models has been explored
by Basile (2021). In the cited paper, the author pro-
posed a simple method to derive a description of the
different perspectives taken by the annotators of a hate
speech corpus in the form of bags of words. Fell et
al. (2021) further pursue this direction by proposing
a method to cluster annotators, providing at the same
time word clouds highlighting the terms that trigger a
sensible response by different groups of people.

3. Methods and data
To explore perspectivism in explainability models we
used the following steps: 1) a structured dataset having
polarized labels (Sec. 3.1), 2) two or more explainable
models (Sec. 3.2) and 3) an algorithm that explains
how to analyze an outcome according to two different
viewpoints and how these viewpoints conflicting (Sec.
3.3).

3.1. Brexit Hate Speech Dataset
To validate our method, we tested it on real-world data
annotated with hate speech and several other phenom-
ena. We selected the dataset by Akhtar et al. (2021),
a corpus of 1,120 English posts from Twitter. The
dataset was originally gathered for research on stance
detection (Lai et al., 2019), and it has been further
annotated with four binary labels: hate speech, (pres-
ence of) stereotype, aggressiveness, and offensiveness,
adapting the guidelines used for the annotation of the
Italian Hate Speech Corpus (Sanguinetti et al., 2018).
Interestingly for our work, the Brexit dataset is anno-
tated in its entirety by six different annotators belong-
ing to two distinct social groups. The target group is
composed of three Muslim immigrants in the United
Kingdom, while the control group is composed of three
Ph.D. students with western backgrounds. The inter-
annotator agreement computed on the two groups sep-
arately shows that each group is fairly consistent in-
ternally (a high intra-group agreement) across all four
dimensions, while they agree much less between mem-
bers of different groups (low inter-group agreement).
Using only the hate speech label, the inter-annotator
agreement for both groups is a Fair agreement, em-
ploying the Fleiss’ kappa measure.

3.2. Explainable Syntax-based models
Model interpretability is crucial in the study of divisive
topics because it increases the trust that humans place

in models and also for its fair and ethical decision-
making. Especially, in the text-classification task, ex-
plainable syntax-based models return syntactic struc-
tures that are ideal for understanding sentence labeling
and analyzing the substructures that influenced that tar-
get.
For this purpose, we used KERMIT (Zanzotto et al.,
2020) and KERM-HATE (Mastromattei et al., 2022):
two explainable syntax-based models that return heat-
colored parse trees according to the values of activation
of the model during the evaluation phase. Both models
are based on the same components: a KERMIT compo-
nent (that allows the encoding and the visualization of
the activations of universal syntactic interpretations in a
neural network architecture) and a transformer model.
KERM-HATE differs from KERMIT only for a four-
layer fully-connected neural network at the top of the
model. KERMITviz (Zanzotto et al., 2020), makes the
KERMIT component the most relevant part of the two
models. KERMITviz gives the possibility to extract as
output not only the classification target but especially
the colored parse tree with the activation value of every
single node that composes a generic sentence. Thus,
KERMITviz allows us to visualize how decisions are
made according to activations of syntactic structures.

3.3. Contrasting trees
Using KERMIT and KERM-HATE (Sec.3.2), it is
possible to study perspectivism through syntax trees.
Given two equal KERMIT-like models and a sentence
S, it is possible to derive a syntactic tree (constrasting
tree) whose activation values are the result of the dif-
ference between the activation values of the two mod-
els. The final result should be displayed using KER-
MITviz. In this way, it is visible which are - after the
two trees and their activations - the most active sub-
parts and which are the syntactic structures that influ-
ence the classification of a sentence for a given model.
This analysis is important to understand how salient are
the syntactic substructures of a sentence and how they
affect the final classification.
To generate a contrasting tree, we used the following
method: let TA =< T̄ , V̄A > and TB =< T̄ , V̄B >
two trees obtained from the same sentence S such that:
T̄ = {t̄i, ..., t̄n} is the ordered list of non-empty sub-
trees that makes up Ti (with i = {A,B}) and V̄i =
{v̄i,1, ..., v̄i,n} is the list of activation values where v̄i,j
is the activation value of subtree t̄j (with 1 ≤ j ≤ n).
Thus the contrast tree Ti−k =< T̄ , V̄i−k > is obtained
from Ti − Tk and so V̄i−k = {(v̄i,1 − v̄k,1), ..., (v̄i,n −
v̄k,n)} (with i, k = {A,B} and i ̸= k).
In this way V̄i−k contains only the relevant activations
Ti because if v̄i,j ≈ v̄k,j ⇒ (v̄i,j − v̄k,j) ≈ 0, while if
v̄k,j >> v̄i,j then the result is a negative value and so
a zero activation value.

4. Experiments
This section describes all the parameters and pretrained
models used during our analysis (Sec. 4.1). Finally in
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Sec 4.2 all obtained final results are shown and ana-
lyzed.

4.1. Experimental set-up
We tested our dataset using several models according
to Mastromattei et al. (2022) tests: two transformer-
based models and three syntax-based models. The two
transformer-based model are Bert (Devlin et al., 2018)
and XLNet (Yang et al., 2019) while the syntax-based
are: KERM-HATE (Mastromattei et al., 2022), KER-
MIT (Zanzotto et al., 2020) and a modified version of
KERMIT called KERMITXLNet in which the original
transformer sub-network has been replaced with XL-
Net. In this way, it is easier to visualize and compare
all the models presented because for each transformer-
based model, the syntax-based one was also gener-
ated. To assess statistical significance, each experi-
ment was repeated 10 times with different seeds for ini-
tial weights. The meta-parameters utilized in training
phrase are the following: for the syntax-based mod-
els (KERM-HATE, KERMIT and KERMITXLNet):
(1) the tree encoder is on a distributed representation
space Rd with d = 4000 and has penalizing factor
λ = 0.4 (Moschitti, 2006); (2) constituency parse
trees have been obtained by using Stanford’s CoreNLP
probabilistic context-free grammar parser (Manning et
al., 2014). KERM-HATE’s fully-connected four-layers
network change the representation space four times:
Rn → Rm → Rn → Rm where m = 2, 000 and n =
4, 000, before concluding with the final classification
layer. (3) the decoder layer is a fully connected layer
with the ReLU activation function (Agarap, 2018) ap-
plied to the concatenation of the KERMIT sub-network
output and the final [CLS] token representation of the
transformer model. Bert and XLNet model but also
the transformer sub-networks component in the syntax-
based models were implemented using Huggingface’s
transformers library (Wolf et al., 2019). For all mod-
els, the class weight wi is inversely proposional to its
classi (Ci) cardinality (wi = 1

|Ci| ) and the optimizer
used is AdamW (Loshchilov and Hutter, 2019) with the
learning rate set to 2e−5. All models used a batch size
of 64 and are trained for 3 epochs. The dataset de-
scribed in Sec. 3.1 was divided into 80% for training
and a 20% for testing. The two output datasets were
used in the training and testing phase for all models
used. Our hardware system consists of: 4 Cores Intel
Xeon E3-1230 CPU with 62 Gb of RAM and 1 Nvidia
1070 GPU with 8Gb of onboard memory.
To generate contrasting trees, we used the algorithm
described in Sec. 3.3 and - using KERMITviz - showed
the final results.

4.2. Result and discussion
In Table 1 we show the results in the testing phase of the
five analyzed models. As it can be observed, KERM-
HATE and KERMIT result to be the best models ob-
taining higher performances than the other models. It is
important to note that the dataset is strongly unbalanced

in favor of the “no hate speech” class. For this reason,
in order to calm the results obtained and to continue
the analysis, we use as visualization model KERMIT
and not KERM-HATE, which has lower performances
in the F1-measure “hate speech” class than KERMIT.
In Figure 1 we graphically show the output of KER-
MIT, trained using both control group (KERMITC) and
target group (KERMITT ) labels on the same sentence:
“Time to kick Islam out of Britain”.

Sentence: Time to kick Islam out of Britain

(a) Labeled as hate speech
for the model trained us-
ing the control group labels
(KERMITC )

(b) Labeled as hate speech
for the model trained us-
ing the target group labels
(KERMITT )

Figure 1: KERMIT colored parse trees output

We can observe that the output of KERMITC is com-
posed of subtrees that are much more active than those
of KERMITT , which concentrates on its leaves. If we
analyze each tree individually, we discover that the la-
bel “hate speech” for KERMITC (Figure 1a) is gen-
erated by the leaf “time”, its parent node and by the
right subtree of depth 4. KERMITT , on the other hand,
although it has the same label (“hate speech”), concen-
trates more on terminals and on hate/racial keywords,
such as “kick” and “Islam”, but also on “Britain”
(Figure 1b).
Using these trees, we created their contrasting trees
to visualize which are the sub-structures keys in
KERMITC and KERMITT excluding the similar acti-
vations in both models (Figure 2). The result obtained
confirms our analysis done previously on the individual
trees (Figure 1) and adds further details. In particular,
even if some sub-structures result to be unaltered, in
Figure 2a we have a prevalence of active non-terminal
nodes compared to Figure 2b which instead continues
to concentrate on leaf nodes.
This analysis does not show an isolated case. We per-
formed a quantitative analysis of the data by analyz-
ing over 8,600 subtrees from several sentences within
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Model
Control group Target group

Accuracy F1 measure Accuracy F1 measure
Macro Weighted Macro Weighted

Bert 0.61 (± 0.33)⋄ 0.38 (± 0.15)⋄ 0.62 (± 0.31)⋄ 0.45 (± 0.16)⋄ 0.39 (± 0.19)⋄ 0.27 (± 0.36)⋄

XLNet 0.70 (± 0.29)†,• 0.42 (± 0.14)†,• 0.70 (± 0.28)†,• 0.53 (± 0.22) 0.37 (± 0.12) 0.45 (± 0.25)
KERM-HATE 0.92 (± 0.01)⋄,†,∗ 0.49 (± 0.04)⋄,† 0.88 (± 0.08)⋄,†,∗ 0.64 (± 0.11)⋄,◁ 0.48 (± 0.05)⋄,∗ 0.61 (± 0.08)⋄,∗

KERMIT 0.81 (± 0.13) • 0.49 (± 0.04)• 0.82 (± 0.08)• 0.55 (± 0.12)◁ 0.47 (± 0.05) 0.55 (± 0.10)
KERMITXLNet 0.31 (± 0.33)∗ 0.21 (± 0.19) 0.27 (± 0.36)∗ 0.56 (± 0.12) 0.46 (± 0.05)∗ 0.56 (± 0.09)∗

Table 1: Performance of all model tested. Mean and standard deviation results are obtained from 10 runs. The
symbols ⋄, †, ∗ , • and ◁ indicate a statistically significant difference between two results with a 95% of confidence
level with the sign test.

Sentence: Time to kick Islam out of Britain

(a) Tree obtained subtract-
ing from KERMITC ac-
tivation values those of
KERMITT

(b) Tree obtained subtract-
ing from KERMITT activation
values those of KERMITC

Figure 2: Contrasting trees

the dataset. If the prediction was “hate speech” for
both KERMITC and KERMITT , then KERMITT fo-
cuses predominantly on tree leaves (the depth of acti-
vated subtrees is approximately 1) while the activation
of KERMITC is more distributed along with the syn-
tax trees, with the average depth of activated subtrees
equal to 1.7.
For a more accurate view of other sentences and their
activations, in Appendix A we show more examples
where both KERMITC and KERMITT predict the
same sentence as “hate speech” but also cases where
the label between the two models differs (“no hate
speech” - “hate speech”).

5. Conclusion
Hate speech recognizers (HSRs) typically label a sen-
tence as offensive by counting only the number of trig-
ger words. In this paper, we have shown how, using
syntax-based explainable models and a dataset labeled
by two groups with different backgrounds, it is pos-

sible to view the motivations that lead HSRs to clas-
sify a sentence in a certain way and how those motiva-
tions change. Using contrast trees, we show the salient
points that make a sentence offensive for each group. In
this way, we can understand the motivations that each
group used, giving us a wider and less critical view of
their thinking (“Change my mind”).
Performing a quantitative analysis of the dataset - we
confirmed our hypothesis that sentence labeling de-
pends on the cultural background of each annotator.
This implies that the use of syntax is useful in the hate
speech phenomena and that the use of common hate
speech corpora as training datasets, does not include
the different aspects of society on a theme so subjec-
tive as hate speech.
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A. Qualitative analysis: extra examples
In this appendix, we show extra qualitative examples
using KERMITC and KERMITT but also contrasting
trees. We use the same schema used for Fig. 1 and Fig.
2.

Sentence: Fuck Obama and nobody listen to anymore
fuck that Muslim

Labeled as hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC
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Sentence: It’s your fault Muslim and African
immigrants! Stay the fuck away

Labeled as hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC

Sentence: Bloody foreigners causing a spike in racist
hate crimes

Labeled as no hate speech for KERMITC

Labeled as hate speech for KERMITT
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Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC

Sentence: blame Muslim for brexit hypocrisy

Labeled as no hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC
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