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Message from the organisers

This volume documents the Proceedings of the 1st Workshop on Perspectivist Approaches to
Disagreement in NLP, held on June 20th as part of the LREC 2022 conference (International Conference
on Language Resources and Evaluation).

Until recently, the dominant paradigm in natural language processing (and other areas of artificial
intelligence) has been to resolve observed label disagreement into a single “ground truth” or “gold
standard” via aggregation, adjudication, or statistical means. However, in recent years, the field has
increasingly focused on subjective tasks, such as abuse detection or quality estimation, in which multiple
points of view may be equally valid, and a unique ‘ground truth’ label may not exist. At the same time,
as concerns have been raised about bias and fairness in AI, it has become increasingly apparent that an
approach which assumes a single “ground truth” can erase minority voices.

Strong perspectivism in NLP (Basile et al., 2021a) pursues the spirit of recent initiatives such as Data
Statements (Bender and Friedman, 2018), extending their scope to the full NLP pipeline, including the
aspects related to modelling, evaluation and explanation.

The workshop explores current and ongoing work on the collection and labelling of non-aggregated
datasets, and approaches to modelling and including these perspectives, as well as evaluation and
applications of multi-perspective Machine Learning models.

A key outcome of the workshop will be to build on the work begun at https://pdai.info/ to create
a repository of perspectivist datasets with non-aggregated labels for use by researchers in perspectivist
NLP modelling.

We would like to thank our sponsors for helping to make this workshop possible.
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Abstract
For a highly subjective task such as recognising speaker intention and argumentation, the traditional way of generating gold
standards is to aggregate a number of labels into a single one. However, this seriously neglects the underlying richness that
characterises discourse and argumentation and is also, in some cases, straightforwardly impossible. In this paper, we present
QT30nonaggr, the first corpus of non-aggregated argument annotation. QT30nonaggr encompasses 10% of QT30, the largest
corpus of dialogical argumentation and analysed broadcast political debate currently available with 30 episodes of BBC’s
‘Question Time’ from 2020 and 2021. Based on a systematic and detailed investigation of annotation judgements across all
steps of the annotation process, we structure the disagreement space with a taxonomy of the types of label disagreements in
argument annotation, identifying the categories of annotation errors, fuzziness and ambiguity.

Keywords: broadcast political debate, argumentation and conflict, Question Time, Inference Anchoring Theory

1. Introduction
State-of-the-art research in Natural Language Process-
ing, in particular in areas like discourse parsing and ar-
gument mining, crucially relies on manually labelled
data in order to be able to derive well-motivated com-
putational models. However, labeling arguments and
speaker intentions in natural language dialogue are
tasks that are highly subjective: judgements are based
on the knowledge of the topic under discussion, the
speakers involved in the debate and their background.
But even more so, it is the language of argumentation
and debate that sets the challenge, independently of
the underlying theory of argumentation, the annotation
granularity and experience levels of the annotators.
Stab and Gurevych (2014) are the first ones to explic-
itly state that it is “hard or even impossible to iden-
tify one correct interpretation” of a particular argument
structure, an issue confirmed by Lauscher et al. (2018)
and Lindahl et al. (2019). Example 1 illustrates the
issue based on an excerpt from our own data: Chika
Russell, in a BBC’s ‘Question Time’ on 8 July 2021,
makes a comment in the context of UK local elec-
tions in 2021. The underlined part is argumentative and
has been analysed with significantly different argument
structure, provided in Figure 1: On the left-hand side,
we find a serial structure including a rephrase (‘Default
Rephrase’) and an inference (‘Default Inference’), the
right-hand side uses different segmentation and only
has the propositional relation of ‘Default Rephrase’.

(1) Chika Russel: I have a view on how the
election has gone. Call me Mystic Meg,
if you will, people feel really forgotten,
they feel let down. They feel the opportunities
are not what they were.

Although there is a clear understanding in the commu-

Figure 1: Two analyses for Example (1)

nity that the analysis of argumentation is challenging
due to a variety of factors, corpus development in this
area is done in the “traditional” way: judgements are
first collected based on guidelines for annotation, dis-
agreements between labels are then resolved based on a
(variety of) heuristics and eventually gold labels are as-
signed to argumentative units and the relations between
them. These resolved labels then serve as the training
base for a variety of machine learning techniques, with
the significant drawback that they do not pass on the
richness of information that is in fact encapsulated in
the language.
In this paper, we present QT30nonaggr, the first corpus
of non-aggregated argument annotation. QT30nonaggr
encompasses 10% of QT30, the largest corpus of di-
alogical argumentation and analysed broadcast politi-
cal debate to date with 30 episodes of BBC’s ‘Ques-
tion Time’ from 2020 and 2021 (Hautli Janisz et al.,
2022). Based on a systematic and detailed investiga-
tion of annotation judgements across all steps of the an-
notation process, we structure the disagreement space
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with a taxonomy of the types of label disagreements
in argument annotation, identifying the categories of
annotation errors, fuzzy language and ambiguity. We
therefore contribute a resource to the current and more
general discussion of how computational models can
be evaluated if more than one annotation label is
available for an item, set out by (Uma et al., 2021).
QT30nonaggr will also be the first non-aggregated cor-
pus of argumentative data included in the Perspectivist
Data Manifesto (https://pdai.info/).

2. Background
The core step in creating gold standards for supervised
discourse parsing and argument mining is the resolu-
tion of multiple labels into a single “gold” label. This
is done across all steps of manual argument analysis
as defined by Lawrence and Reed (2020): text seg-
mentation, argument/non-argument classification, sim-
ple argument structure and refined argument structure.
The overwhelming number of approaches use the ma-
jority vote for deciding on a specific label (Rosen-
thal and McKeown, 2012; Stab and Gurevych, 2014;
Wachsmuth et al., 2014; Hidey et al., 2017; Egawa
et al., 2020). Habernal and Gurevych (2017) use ma-
jority voting, but employ adjudication in cases where
majority is not possible (disagreement in segmentation
leading to a different argument relation identification).
Walker et al. (2012) use the mean rating across anno-
tators for their labeling decision, Mochales and Moens
(2011), Peldszus and Stede (2015) and Alliheedi et al.
(2019) employ adjudication with an expert annotator to
resolve label disagreements. Bar-Haim et al. (2020)
use a threshold of 60% to judge whether an individual
label is reliably annotated, judgements below that level
are inconclusive which is claimed to be due to ambigu-
ity. Toledo et al. (2019) and Gretz et al. (2020) take
a number of annotator performance measures to dis-
card what are presumed to be low-quality judgments.
For cleansing argument data, (Dorsch and Wachsmuth,
2020) assume that in the case of indecisive annotations,
the instance is kept in the dataset.
A more thorough investigation of the disagreement
space for argument labeling is done to a significantly
lesser extent: Stab and Gurevych (2014) investigate the
disagreements encountered by way of confusion proba-
bility matrices for argument components and argumen-
tative relations. They show that the major disagreement
is between claims and premises and support/attack re-
lations. Hidey et al. (2017) use an agreement matrix
to show that disagreements are mostly between seman-
tic types of claims, but they also note that ambiguity
can lead to disagreements in segmentation and conse-
quently argument structure. Habernal and Gurevych
(2017) find that implicitness or topic relevance are rel-
evant factors, Torsi and Morante (2018) show that seg-
mentation, topic relatedness and commitment are cru-
cial and Egawa et al. (2020) conclude that the majority
of disagreement stems from semantic similarity.

The work presented in this paper deviates signifi-
cantly from previous work: First, our annotation is
not restricted to finding potentially isolated, but topic-
relevant claims and relations. Instead, we label the
complete debate with speaker intention and argumen-
tation, including segments in which there is no argu-
mentation, allowing us to derive how the debate un-
folds. Secondly, we characterize the disagreement
space along three dimensions which are implicitly (and
sometimes explicitly) stated in related work: judge-
ments go against the annotation guidelines (Annota-
tion Errors), structures can be semantically and prag-
matically fuzzy, i.e., judgements vary because the lan-
guage is underspecified and leads to different interpre-
tations (Fuzziness), and structure can be outright am-
biguous, i.e., annotators pick up clearly separate in-
terpretations based on syntactic, (lexical) semantic or
pragmatic ambiguity (Ambiguity). Thirdly, we provide
a non-aggregated resource for argumentative debate,
QT30nonaggr, which serves as the basis for a large-
scale investigation of the disagreement space in speaker
intention recognition and argument analysis.

3. Inference Anchoring Theory (IAT)
Budzynska et al. (2014) and Budzynska et al.
(2016) provide a theoretical scaffolding to handle di-
alogue and argument structures, and the relations be-
tween them, named Inference Anchoring Theory (IAT).
The framework has been applied to over 2.5 million
words in fifteen languages (available freely online at
corpora.aifdb.org) and postulates three types
of relations: (i) relations between content (proposi-
tional content of locutions); (ii) illocutionary connec-
tions that link locutions with their content and (iii) re-
lations between locutions in a dialogue, called transi-
tions. Given the scope of this paper, we only focus
on the latter: relations between propositions, i.e., ar-
gumentative relations that hold between propositional
content of speaker utterances.

3.1. Propositions
Propositions are derived from locutions and have the
following properties: They are grammatical instantia-
tions of the content of the locution. They have to be
interpretable without context, i.e., they are standalone
propositions that need to be intelligible without knowl-
edge of surrounding propositional content. As a con-
sequence, propositions may have to be reconstructed,
so for instance elliptical or anaphoric expressions con-
tained in the locution are resolved in the proposition.
An example of this is the proposition of the third locu-
tion in Figure 2: ‘they feel let down’ (right-hand side)
is resolved to ‘people feel let down’ in the proposition
(left-hand side). The guideline for the annotators is to
do minimal reconstruction in creating the proposition.

3.2. Propositional relations
Argumentative structures are relations between propo-
sitions; core IAT assumes three different relations that
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Figure 2: IAT diagram of Example (1), featuring locations (blue nodes on the right-hand side), propositions (blue
nodes on the left-hand side), illocutionary relations (yellow nodes in the middle), dialogical relations (purple nodes
on the right) and propositional relations – ‘Default Inference’ (green), ‘Default Rephrase’ (orange) and ‘Default
Conflict’ (red).

are designed to capture argumentative structure in dia-
logue:

Inference (Support, ‘Default Inference’, RA, green
node) Holds between propositions when one (or more)
proposition is used to provide a reason to accept an-
other proposition.

Conflict (Attack, ‘Default Conflict’, CA, red node)
Holds between two propositions when one proposition
is used to provide an incompatible alternative to an-
other proposition.

Rephrase (Rephrase, ‘Default Rephrase’, MA, green
node) Holds between two propositions when one
proposition is used to rephrase, restate or reformu-
late another proposition. Rephrases also hold between
questions and answers.

These relations are ‘Default’ in the sense that they can
be instantiated with more specific relation types, for in-
stance with presumptive argument scheme types (Wal-
ton et al., 2008).
Figure 2 provides the full IAT structure for one of
the two analyses of Example (1), taken from the QT
episode on 22 July 2021. Given the multiple layers of
analysis needed for modeling dialogical argumentation,
IAT graphs are divided into three different parts:

• The ‘right-hand side’ of nodes in the graph in Fig-
ure 2 is equivalent to a series of argumentative
discourse units (Peldszus and Stede, 2013), i.e.,
the minimal unit into which the transcribed text

is segmented. Each ADU has discrete argumenta-
tive function and records the name of the speaker
in the form of ‘firstname lastname : locution con-
tent’.

• The left-hand side encodes the propositional con-
tent of locutions, and the relationships of infer-
ence, conflict and rephrase between those proposi-
tional contents (as presented by the interlocutors).

• Those propositions are anchored in the dialogue
via illocutionary connections (the ‘middle’, rela-
tions between locutions and propositions). These
illocutionary acts capture speaker intention and
are drawn from speech act theory (Searle, 1969;
Searle and Vanderveken, 1985). There is a set
of 10 relations that are used in IAT, namely As-
serting, Agreeing, Arguing, Assertive Question-
ing, Challenging, Disagreeing, Pure Questioning,
Restating, Rhetorical Questioning and Default Il-
locuting. For the scope of the current paper, how-
ever, we only focus on the left-hand side of the
diagram: propositions and the argumentative rela-
tions between them.

3.3. Argument analysis
IAT analyses are produced with OVA+ (Online Visual-
isation of Argument – http://ova.arg.tech/),
an open-source online interface for the analysis of argu-
mentation in dialogues (Janier et al., 2014). OVA+ al-
lows for a representation of the argumentative structure
of a text as a directed graph. However, OVA+ does not
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allow for an encoding of ambiguity or fuzziness, i.e., an
annotator cannot indicate that she has identified a struc-
ture that licenses more than one solution. The guideline
here is to pick the structure that is most likely given the
speaker and the context. For compiling QT30nonaggr,
we therefore use IAT graphs that are created by differ-
ent annotators and compare their analyses.
These graphs are created in several steps which mostly
correspond to those based on the steps for manual ar-
gument analysis set up by (Lawrence and Reed, 2020)
and briefly described here:

Chunking The starting point for analysis is a text of
around 10,000 words (+/- 20%) that is first chunked
into (40-80) excerpts each comprising around 150-250
words – passages that are small enough to be consid-
ered in total by an analyst, but large enough to in-
clude substantial dialogical exchange. We exploit natu-
ral topical, thematic and turn-based breaks to guide this
chunking process. This chunk is then passed to differ-
ent annotators for analysis.

Segmentation In the first step, an analyst segments
the text into (argumentative) discourse units (or ‘locu-
tions’ in IAT), producing between five and thirty locu-
tions per excerpt. Going back to Example 1, the ana-
lyst decides whether to split the excerpt in two or three
locutions. In the same step, the analyst reconstructs
information to be recorded in the proposition, for in-
stance anaphora and ellipses (see §3.1).

Classification of units The analyst then identifies
whether a locution has indeed argumentative function
or not. A crucial decision factor here is speaker inten-
tion: was the speaker intending to make an argument
here, also given the larger societal or political context.
This decision can go hand in hand with the previous
step of segmentation: an analyst might have different
solutions to capturing the argumentative structure and
makes a first decision by segmenting the text in a par-
ticular way, shown in Figure 1.

Structure identification After classification an ana-
lyst immediately adds the type of propositional rela-
tion and the illocutionary connection between locutions
(right-hand side) and propositions (left-hand side). The
result is a map containing between a dozen to a hundred
nodes in total, depending on the length and the content
of the excerpt.

Review Each analysis map then undergoes peer re-
view by which a randomly chosen second analyst who
reviews and discusses annotation choices with the first.

4. Data
As the basis of our investigation we use QT30, the
largest corpus of analysed dialogical argumentation
ever created (19,842 utterances, 280,000 words) and
also the largest corpus of analysed broadcast political
debate to date, using 30 episodes of BBC’s ‘Question
Time’ from 2020 and 2021 (Hautli Janisz et al., 2022).
Question Time is the prime institution in UK broadcast

political debate and features questions from the public
on current political issues, which are responded to by a
weekly panel of five figures of UK politics and society.
QT30 is highly argumentative and combines language
of well-versed political rhetoric with direct, often com-
bative, justification-seeking of the general public. In
total, the corpus features 10,818 propositional rela-
tions, i.e., argumentative structures. Inference (‘sup-
ports’) and Rephrase have the highest frequency, 48%
and 42.6%, respectively. Conflicts are significantly
less frequent, making up only 9.4% of all relations be-
tween propositions. The resource is freely available at
http://corpora.aifdb.org/qt30nonaggr.
The annotation was conducted by 38 students of lin-
guistics, philosophy, literature and computer science in
Scotland, England, Germany and Poland. More than
60 students took part in one of three rounds of training
in 2020 and 2021. Topic of the 15 hour course (taught
in person once in 2020 and then virtually three times
in 2020 and 2021) was a general introduction to argu-
mentation theory and detailed instructions on applying
Inference Anchoring Theory to dialogical argumenta-
tion across genres. Due to the strict quality restrictions
for QT30, only the top 38 annotators were selected to
contribute.
The Combined Argument Similarity Score (CASS)
(Duthie et al., 2016), which calculates separate scores
for segmentation, argumentative structures and illocu-
tionary forces and aggregates them into a single score
for annotator agreement, for all of QT30 is 0.56, sig-
naling moderate agreement. Despite the fact that other
papers report slightly higher CASS scores – 0.752 in
Visser et al. (2019) and κ = 0.75 in Budzynska et
al. (2014)) – inter-annotator agreement for QT30 is
based on a very heterogeneous but realistic dataset for
quantifying annotation reliability: it features annota-
tions by all 38 annotators which are based on a variety
of experience levels due to the incremental formation
of the annotation team.
Given the significant expertise level of the annotators,
we hypothesize that the CASS score hints at more sys-
tematic annotation differences that go beyond simple
annotation errors. Instead, we hypothesise that it hints
at the deeper issue of subjectivity in discourse-level
tasks such as argument analysis, manifested by the
fuzziness and ambiguity of language and discourse in
general. The different dimensions of labeling disagree-
ments are elaborated on in the following.

5. A taxonomy of label disagreements
As the basis for our empirical investigation of label dis-
agreements in argument analysis, we randomly select
four excerpts of each episode (about 8-10% of QT30)
and request a second annotation by a random other
member of the annotation team. This second annota-
tion is conducted in the standard procedure described
in §3.3, review is done by another randomly assigned
annotator. The annotators are not aware that they con-

4



tribute their analysis for the purpose of identifying la-
beling disagreements instead of regular corpus analy-
sis.
For the empirical analysis of the disagreed-upon labels,
one of the most senior analysts is manually investi-
gating the two different graphs per excerpt in parallel.
There were several loops in identifying an appropriate
partitioning of the disagreement space, based on previ-
ous work and informed by the special patterns that di-
alogical argumentation is delivering. In the following
we present the three dimensions that allow us to char-
acterise the disagreement space for dialogical argument
analysis, distinguishing the categories of annotation er-
rors, structures of fuzziness and ambiguity.

5.1. Annotation errors
The first dimension of label disagreements are simple
annotation errors that violate annotation criteria which
are clearly stated in the annotation manual.1 We illus-
trate those categories with clear-cut examples from the
corpus.

Discourse-structuring material is retained (ER-
R-DISC) This category captures any discourse mate-
rial that is wrongly retained in the proposition. A typ-
ical example is a discourse marker such as ‘because’,
which is kept in the proposition despite the fact that its
meaning is captured by the relation between proposi-
tions, e.g. ‘Default Inference’.
Another example is the recording of epistemic markers
like ‘I think’ in the proposition. Such material is again
not a part of the asserted content proper, as it signals the
knowledge or belief – the epistemic attitude – of the
speaker towards the proposition at issue. (Occasion-
ally the epistemically qualified proposition is precisely
what is at stake – No, no he’d didn’t think it he knew
it – but this is an extreme exception.) A clear example
(node #657575) is offered by (2) and its alternate (3) :

(2) I think the handling of the pandemic has shown
there will be divides after it’s over.

(3) the handling of the pandemic has shown there
will be divides after it’s over.

Grammar errors (ERR-GRAM) The annotation
guidelines require every proposition to be grammati-
cally well-formed. This particularly holds for syntactic
structure, which is not always standard in natural occur-
ring dialogue and needs to be corrected by the annota-
tor. This may include extraneous punctuation, such as
ellipses or periods, as well as wrongly capitalised let-
ters or wrong conjugation.

Reconstruction errors (ERR-REC) Another key
requirement of IAT analysis is that every proposition
is intelligible without additional context. This means
that for instance anaphora and elliptical constructions
are resolved where possible. The guideline is to stay

1http://www.arg.tech/f/
IATannotationguidelines.pdf

as close to the original text and only add minimal ex-
tra material to facilitate understanding. With ERR-
REC we mark any proposition that is wrongly recon-
structed, i.e., using a wrong referent. An interesting
example is provided by the two reconstructions of (4)
(node #838276) in (5) and (6). Here, the context does
not license the reconstruction with the structure in (5),
instead ‘it’ is resolved with full clause (‘letting foot-
ballers and VIPS in without quarantine while lockdown
is still in place’).

(4) It is deep hypocrisy

(5) Robert Buckland is hypocritical

(6) letting footballers and VIPs in without quar-
antine while lockdown is still in place is deep
hypocrisy

Erroneous relations (ERR-REL) This category
captures annotation of propositional relations that vio-
late the guidelines, for instance if the connection be-
tween a premise and a conclusion is pointing in the
wrong direction, or – given that IAT is tracking the
dialogical unfolding of argumentation – where a con-
flict is analysed from earlier to later discourse mate-
rial (whereas only material that has already been intro-
duced into the discourse can be the target of a conflict).
Another common pattern of ERR-REL is erroneously
marking question-answering – particularly because in
political discussion, question-answering and question-
avoiding is so common. An incorrect analysis of a re-
sponse as an answer is shown in Fig. 3; the correct
analysis is in Fig. 4, that highlights the fact that the
response in fact provides no answer at all.

Figure 3: Incorrect annotation of question-answering
in AIFdb map #23446

Figure 4: Correct annotation of non-question-
answering in AIFdb map #23125

Erroneous splitting (ERR-SPLIT) The guideline
for splitting text into segments clearly states that seg-
ments do not go beyond the sentence boundary. They
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also specify that any unit with discrete argumenta-
tive function has to be kept separately. For instance,
the ‘if...then’ construction in Fig. 6 is an instance of
a clear-cut inferential relation between the ‘if’-clause
and the ‘then-clause’ (despite them being inverted).
The alternate analysis in Fig. 5 one misses the split and
therefore the argumentative relation. In this case, we
also mark ERR-REL on the wrongly-split proposition.

5.2. Fuzziness
This dimension of the disagreement space originates to
some extent in the genre under investigation: natural,
spontaneous argumentation features language patterns
that are vague, fuzzy and therefore result in different
analyses which themselves are valid, but illustrate the
uncertainty in representing partially underspecified or
vague language.

Fuzzy content (FUZZY-DISC) With this category
we label all instances where the content of the locution
is fuzzy in terms of whether parts of the locution serve
as discourse-structuring material (which is not captured
in the proposition) or contribute content that is (po-
tentially) argumentatively relevant and therefore kept
in the proposition. Fig. 7 shows a good example, in
which the winding me up material has been analysed as
a proposition (allowing it thereby to be referenced ar-
gumentatively later – “yeah, it really winds me up too”
for example).

Fuzzy reconstruction (FUZZY-REC) This dis-
agreement label is used in cases where the reconstruc-
tion of anaphoric or elliptical content varies across an-
notations. This is particularly the case for the recon-
struction of ’that’, where annotators judge the scope of
the antecedent to be of varying length such as the differ-
ent between the analyses in maps #22924 and #22930,
(7) and (8), respectively. In some cases, annotators vary
in their exact spell-out of the antecedent (though they
mean the same entity), e.g., ‘David Unknown’ in node
#843333 versus ‘David Davies’ in node #720703.

(7) leaving the European Union has or has not
helped in speeding up the process of vaccine
creation

(8) leaving the European Union has or hasn’t
helped in speeding up the vaccination delivery
process

Fuzzy relation (FUZZY-REL) In this category we
subsume all instances where the relation between the
propositions (‘Default Inference’, ‘Default Conflict’
and ‘Default Rephrase’) is the same between two maps,
however the splitting of argumentative units is slightly
different. This can, for instance, mean that one ana-
lyst has chosen a linked argument structure (more than
one premise leading to the conclusion, the premises
are dependent on each other) versus a convergent ar-
gument (more than one premise to the conclusion, but
the premises are independent of each other).

Fuzzy transcript input (FUZZY-TRANS) This cat-
egory of disagreement is due to the data source un-
der analysis: IAT analysis is conducted based on tran-
scripts of natural dialogues and we do see cases in
which the stenographer is not able to provide a clear re-
count of the conversation, for instance due to crosstalk
or interruptions between interlocutors. This can lead
to fragmented text which annotators treat differently in
their analyses.

5.3. Ambiguity
The third dimension of disagreement captures ambigu-
ous structures in the dialogue. In contrast to fuzzy lan-
guage, we treat ambiguity as those instances where a
string yields two fully discrete discourse or argumenta-
tive structures. In the following we briefly illustrate the
different types of ambiguity that arise in the data:

Ambiguous anaphoric expressions (AMB-ANAPH)
Given that annotators have to create propositions that
are understandable without context, one core step of
analysis is anaphora resolution. Similarly to (Poesio
and Artstein, 2005), we also note the key challenge that
the demonstrative ‘that’ poses for reconstruction. But
it is also structures as in example 5.3, taken from a dis-
cussion on the Omicron wave in the episode on 1 July
2021:

(9) Andy Burnham: I think I’m right in saying
cases were highest day than they were in Jan-
uary. That’s a worry. But you are right to say,
Fiona, it isn’t translating into hospitalisation. I
was discussing the figures just before the show
with David. So creeping up.

The last sentence sentence contains an elliptical con-
struction, which was resolved to ‘deaths are creeping
up’ (map #23384) by one annotator, whereas the other
analysis captures it as ‘cases are creeping up’ (map
#23385). Both structures are discrete and correct and
are therefore marked for ambiguity.

Ambiguous argument structure (AMB-REL) This
category encompasses all analyses that exhibit two dis-
crete argumentative structures. An example of this is
given in Figure 1: Based on a different splitting deci-
sion, different argument structures arise: a serial argu-
ment with three propositions, connected by a ‘Default
Rephrase’ and a ‘Default Inference’ (left-hand side)
versus two propositions related by a single ‘Default
Rephrase’. Both analyses are valid given the context
and are therefore labeled as ambiguous.

Ambigous splitting (AMB-SPLIT) Central to the
analyses in Figure 1 and directly related to the previous
category of AMB-REL is the category of ambiguous
splitting, i.e., argumentative units have different length,
but both segmentation decisions are well-motivated and
adhere to the annotation guidelines.
In what follows, we briefly describe QT30nonaggr, the
resource that is generated based on the analysis of the
disagreement labels.
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Figure 5: Incorrect splitting of if-then in AIFdb map #23298

Figure 6: Correct splitting of if-then in AIFdb map #23290

6. QT30nonaggr
QT30nonaggr contains 67 excerpts which are anno-
tated independently by two annotators (134 graphs in
total). The length of excerpts ranges between 150-250
words. Overall, the resource contains 1817 proposi-
tions with an average length of 14.19 words per propo-
sition. ‘Default Inference’ is the most frequent propo-
sitional relation (546), followed by ‘Default Rephrase’
(485) and ‘Default Conflict’ (106).
QT30nonaggr contains the full IAT graphs (as illus-
trated in Figure 2) plus the disagreement labels spec-
ified in §5. Identifying disagreements in illocutionary
labels (the yellow connections in the middle of Figure
2), we leave for further work, however we tend to see
significantly fewer disagreements there than in actual
argument analysis.
Table 1 gives the detailed numbers for the disagreement
space in QT30nonaggr: The category of annotation er-
rors makes up the largest share of label disagreements
by far – 907 out of 1402 (65%). Disagreements based
on fuzzy language are second-most frequent (288/1402
– 20%), instances of ambiguity make up 207 out of
1402 disagreements (15%). Some disagreement labels
appear in a vast majority of maps, the top ones being
ERR-REL (92%), AMB-REL (85%) and FUZZY-REC
and ERR-REC (both 82%). This confirms findings of
previous work, e.g., (Stab and Gurevych, 2014), which
shows that it is particularly the identification of rela-
tions that presents a challenge.

7. Summary
The analysis and reconstruction of argument is a chal-
lenging task. When taught as part of a critical think-

Label % of graphs # of labels
Errors 907
ERR-DISC 83% 130
ERR-GRAM 44% 46
ERR-REC 82% 258
ERR-REL 92% 355
ERR-SPLIT 71% 118

Fuzzy 288
FUZZY-DISC 41% 40
FUZZY-REC 82% 176
FUZZY-REL 49% 47
FUZZY-TRANS 27% 25

Ambiguity 207
AMB-ANAPH 21% 14
AMB-REL 85% 146
AMB-SPLIT 48% 47

Total 1402

Table 1: The detailed number for characterising the dis-
agreement space of QT30nonaggr.

ing undergraduate programme, or in the context of
study skills, or even in formal settings such as in-
telligence analysis or jurisprudence, it is well recog-
nised that texts will support multiple interpretations.
More recently, this has yielded particular challenges for
the computational linguistics community, which natu-
rally works from an assumed basis of a single, agreed-
upon, gold standard. In our work constructing the
largest corpora of annotated argument and debate cur-
rently available, we have encountered these challenges
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Figure 7: Material that is arguably discourse structuring in AIFdb map #23458

head-on, and have collated our experiences into a new
non-aggregated corpus, QT30nonaggr, which not only
documents cases of mismatching annotations, but also
aims to provide an initial classification of the most
prominent ways in which annotation discrepancies oc-
cur. Though as De Morgan famously said, “There is
no such thing as a classification of the ways in which
men may arrive at an error: it is much to be doubted
whether there ever can be,” our approach here is to pro-
vide a starting point for exploring how errors might be
arrived at both in annotating argumentation and reason-
ing structures, and, thereby in the long run, also in how
errors are arrived at in general understanding of such
structures.
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Abstract
Recent studies have shown that for subjective annotation tasks, the demographics, lived experiences, and identity of annotators
can have a large impact on how items are labeled. We expand on this work, hypothesizing that gender may correlate with
differences in annotations for a number of NLP benchmarks, including those that are fairly subjective (e.g., affect in text) and
those that are typically considered to be objective (e.g., natural language inference). We develop a robust framework to test
for differences in annotation across genders for four benchmark datasets. While our results largely show a lack of statistically
significant differences in annotation by males and females for these tasks, the framework can be used to analyze differences
in annotation between various other demographic groups in future work. Finally, we note that most datasets are collected
without annotator demographics and released only in aggregate form; we call on the community to consider annotator demo-
graphics as data is collected, and to release dis-aggregated data to allow for further work analyzing variability among annotators.

Keywords: annotator demographics, dataset construction, crowdsourcing

1. Introduction
Natural Language Processing (NLP) has seen a surge
in the number of tasks as well as datasets during the
last decade (Storks et al., 2019; Li et al., 2022; Nel-
son et al., 2022). With the success and requirements
of deep learning techniques, large scale datasets have
been proposed for various NLP tasks (Bojar et al.,
2014; Yang et al., 2015; Zhang et al., 2015; Hendrycks
et al., 2021). The mainstream formulation of super-
vised learning tasks across a range of areas trends to-
wards preserving a single ground truth label for each
example. However, such a setting ignores the possibil-
ity that different annotators may annotate the same ex-
ample differently (Al Kuwatly et al., 2020). According
to Basile et al. (2021), such disagreements between an-
notators are widespread. Moreover, Geva et al. (2019)
showed that the annotator disagreement might signif-
icantly affect the performance of a model, indicating
that our community may benefit from paying closer at-
tention to annotator disagreement (Davani et al., 2022).
Instead of focusing on high agreement scores for sub-
jective datasets, we can be more cognisant of disagree-
ments and build systems that are accommodating of
different perspectives and needs, leading to novel in-
sights and reducing harm (Uma et al., 2021; Davani et
al., 2022).
In this work, we study how annotator demographics
might relate to disagreements across four NLP tasks.
Some examples of anecdotal differences in annotation
in the datasets we study are shown in Figure 1. We in-
clude tasks that are commonly considered to be highly
subjective (e.g., affect in text) and tasks that are consid-
ered more objective (e.g., natural language inference).
In particular, we are interested in determining whether
there are systematic, statistically significant differences
in annotation that can be attributed to the gender of the

@RubyRose1 sorry girl but i have so sh*t old phone so i can’t 
send direct messages. be my follower so i can send those?

NeutralSomewhat 
negative

Test to predict breast cancer relapse is approved

Neutral

67% 
Positive33% 

Positive 100% 
Positive

Neutral

7% 
negative

(a) An example from Sentiment Analysis Dataset

(b) An example from Affective Text Dataset

Figure 1: Examples of annotation difference between
female annotators (left, purple) and male annotators
(right, green).

annotators.
First, taking a holistic view of the datasets, we develop
a method to test if the overall distributions of annota-
tions differ between male and female annotators. We
visualize how the distribution of scores given by male
and female annotators differs; for all four tasks (and
a number of subtasks), the visualizations appeared to
show some differences in the distribution of annota-
tions by male and female annotators. However, after
performing permutation testing, we find that for most
tasks, we can not reject the null hypothesis that the ob-
served differences could be due to random noise. For
one task, sentiment analysis, we found that the male an-
notators gave more intermediary labels (e.g., somewhat
positive/somewhat negative) than female annotators.
Next, we expand on an existing method (Prabhakaran
et al., 2021) to study the extent to which male and fe-
male annotators agree with aggregate labels. In partic-
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Dataset # Male # Female # Datapoints Mean Annotations Annotation Ratings per
Annotators Annotators per Datapoint Type Datapoint

Affective Text 3 3 1000 6.00 Interval 7; anger, disgust, fear, joy,
sadness, surprise, valence

Word Similarity 196 157 498 38.74 Ordinal 2; similarity, relatedness
Sentiment Analysis 736 744 14071 4.21 Ordinal 1
Natural Language Inference 282 211 1200 9.26 Ordinal 1

Table 1: List of linguistic tasks included in this study.

ular, we ask: (1) Is there a difference in the extent to
which males and females agree with aggregate labels
across the full dataset? and (2) Do female annotators
have a higher agreement score with the aggregate of
female annotators than with the aggregate of male an-
notators (and vice-versa for male annotators). For all
pairs of agreement distributions that we study, we find
no statistically significant difference.
While the results largely reveal no systematic differ-
ence in annotation that can be attributed to the gender
of annotators and should thus be considered a negative
result, our work contributes a robust framework with
which to study differences in annotation between two
or more groups from multiple angles. The framework
is developed for two demographic categories and ei-
ther ordinal or interval data, but could easily be applied
to categorical or binary labels in a one-vs-all setup to
work with multiple groups. We hope that this work can
instigate further work on demographic differences in
annotation, as our negative result cannot be generalized
to all NLP tasks and datasets, nor can it be generalized
to all demographic groups.

2. Related Work
Annotator Disagreement. As pointed out by Basile
et al. (2021), annotator disagreement is ubiquitous, es-
pecially in the AI field (Smyth et al., 1994; Poesio and
Artstein, 2005; Aroyo and Welty, 2015). People have
long proposed that instead of ignoring such a disagree-
ment and having a single groundtruth, we need to pre-
serve annotations from different annotators (Poesio and
Artstein, 2005; Recasens et al., 2012).

Reasons for Disagreement. Prior work has detected
differences in data annotation with respect to gen-
der in hate speech detection (Gold and Zesch, 2018),
POS tagging and dependency parsing (Garimella et al.,
2019). This work is often inspired by findings in lin-
guistics, e.g., gender differences in the use of finite ad-
verbial clauses (Mondorf, 2002). Beyond differences
related to gender, researchers have studied difference
in data annotation with respect to individual annota-
tors (annotator bias) (Ross et al., 2010; Otterbacher,
2018; Larimore et al., 2021) and annotator disagree-
ments (Pavlick and Kwiatkowski, 2019). Furthermore,
Geva et al. (2019) reveals that annotators’ individual
differences affect model performance on natural lan-
guage understanding tasks, which can lead to prob-
lems in model generalization to new users. Most prior

work focuses on a single task or a single benchmark
to study the data disagreement (bias) introduced by de-
mographic features. In contrast, our paper considers
four different NLP datasets, giving a more comprehen-
sive analysis of potential differences across groups of
annotators in a range of NLP tasks.

Disagreement Measurement. In order to system-
atically investigate the bias or disagreements, Geva
et al. (2019; Garimella et al. (2019; Wich et al.
(2020; Al Kuwatly et al. (2020) trained classifiers on
subset of annotators, and use performance difference to
demonstrate the existence of bias. Additionally, Wich
et al. (2020) used an unsupervised graph method to
group annotators and studied the difference between
the groups. To measure the agreement between sub-
groups of annotators, Larimore et al. (2021) used Krip-
pendorf’s alpha score (Krippendorff, 2011), Gold and
Zesch (2018) used Best-Worst-Scaling by Louviere et
al. (2015), and Wich et al. (2020) reported Cohen’s
kappa (Cohen, 1960) and Krippendorf’s alpha score.

3. Data
We study four NLP tasks using datasets that share the
following properties: individual annotations are made
available along with gender labels for those individu-
als, and items in the dataset have multiple annotations.
We include datasets with interval and ordinal ratings; a
summary of our datasets is presented in Table 1.
In the early stages of this study, we surveyed a num-
ber of language resource papers describing benchmark
datasets to see if they mentioned the demographics of
their annotators. To a large extent, we found that they
did not; a few authors explicitly stated that no demo-
graphic information was collected, while one author
stated that they included exclusively annotators located
in the United States and Canada, likely to restrict the
varieties of English represented by the annotators (Ra-
jpurkar et al., 2016). With respect to user privacy, it is
responsible practice not to collect more user-level in-
formation than is needed for data processing, and so
it is reasonable that many previous studies chose not
to store attributes of annotators like gender. However,
not collecting these attributes also precludes the possi-
bility of studying whether certain groups are under or
over-represented in the dataset, and what effects repre-
sentation may have on models.
We then emailed authors of twenty-three papers that
did not explicitly state that they did not collect annota-
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tor metadata, and we received responses from sixteen
authors. Most authors stated that they did not collect
or consider collecting annotator demographics along-
side their annotations. It is therefore worth noting that
the tasks we chose to study were largely chosen due to
feasibility (access to data) rather than due to our intu-
itions about the tasks themselves. However, there are
some inherent reasons why these tasks are interesting
to study. First, affect and sentiment are subjective, but
perhaps less clearly linked to identity than hate speech
detection, a task for which annotator identity has been
shown to correlate with differences in annotation (Gold
and Zesch, 2018). Moreover, while it is typically con-
sidered to be more objective, systematic disagreement
has also been found in natural language inference an-
notation (Pavlick and Kwiatkowski, 2019).
A limitation of the data we use is that there is little rep-
resentation of people who do not fit in the gender bi-
nary; accordingly, we only study differences between
male and female annotators in this work. We hope
that larger datasets that indicate annotator characteris-
tics will allow for studying gender differences in anno-
tation beyond the gender binary in the future.
Detailed descriptions of each task follow.

Affective Text
The affective text dataset is from the SemEval-2017
Task 14 (Strapparava and Mihalcea, 2007). In particu-
lar, we use the test dataset, which consists of one thou-
sand headlines, each annotated by six annotators. The
original authors provided the gender of the annotators,
three of whom were male and three of whom were fe-
male. We note that unlike our other datasets, gender
was not self-reported by the annotators; rather, it was
ascribed by the dataset collector, who was acquainted
with the annotators. We are releasing the individual an-
notations for the SemEval-2007 Task 14 in conjunction
with this paper, along with the gender of each annota-
tor.1

The text is annotated for six emotions: anger, disgust,
fear, joy, sadness, and surprise. The scale used for rat-
ing is 0 (the emotion is absent from the headline) to
100 (“maximum emotional load”). Additionally, each
headline is annotated for valence on a -100 (highly neg-
ative) to 100 (highly positive) scale; 0 is neutral.

Word Similarity
The word similarity dataset was collected using Ama-
zon Mechanical Turk. The annotators self-report a
number of their demographic characteristics, including
gender, which was reported in a dropdown listing Male,
Female, and Other.
The annotators were given pairs of words, and asked to
rate them on two five-point Likert scales. In the similar-
ity task, they were asked how similar words were, on a
scale from “completely different” to “very similar”. In

1https://github.com/MichiganNLP/Affec
tive-Text-Individual-Annotations

the relatedness task, they were asked how related words
were, on a scale from “unrelated” to “very related”. A
number of examples were given to guide annotators:
Similar words: alligator/crocodile, love/affection
Related words: car/tire, car/crash
Annotations where the annotator incorrectly answered
a qualification question were excluded. Approximately
25% of the annotated word pairs were drawn directly
from SimLex-999 (Hill et al., 2015); the remaining
pairs were inspired by Garimella et al. (2017). Specif-
ically, they were balanced such that approximately 1/4
of the remaining pairs represented common word asso-
ciations for four demographic groups: males, females,
people located in the United States, and people located
in India. This sampling strategy suggests that gender
differences in the annotations are more likely than they
would be in word pairs selected without considering
gender.

Sentiment Analysis
We use a sentiment analysis dataset created with the
intention of measuring age-related bias in sentiment
analysis (Diaz et al., 2018). The training data text is
sourced from samples in the Sentiment140 dataset (Go
et al., 2009) containing the strings “young” and “old”;
the test data text is scraped from blog posts that discuss
aging. In collecting this data, the authors also collected
a number of the annotator’s self-reported demographic
attributes, including but not limited to gender, age, and
race. Genders reported in the dataset included Male,
Female, and Nonbinary (one annotator). More than
1400 annotators rate sentiment on a five-point Likert
scale (very negative, negative, neutral, positive, very
positive). There are on average 4.21 annotations per
datapoint, but we note that not all datapoints have a va-
riety in annotator gender. The dataset is publicly avail-
able (Diaz, 2020).

Natural Language Inference
The natural language inference (NLI) dataset we use is
CommitmentBank (De Marneffe et al., 2019). The an-
notators for the dataset were asked to determine the ex-
tent of speaker commitment to complements of clause-
embedding predicates under an entailment canceling
operator (e.g. question, negation, and so on). The au-
thors provided us with the annotator gender and age,
which were collected during the original annotation as
part of the survey given to annotators. Gender was re-
ported as free-text; we mapped MALE and MALE+ to
the male category and FEMALE, WOMAN, FEMAL,
and FEMALLE to the female category. We removed
one annotator who reported different demographics in
different Amazon Mechanical Turk tasks, and a small
number of annotators whose reported gender did not
fall into the male/female binary due to lack of data.
Each datapoint is ranked on a seven-point Likert scale
(-3: the annotator believes that the author of the text is
certain that the prompt is false, 0: annotator believes
that the author of the text is not certain whether the
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prompt is true or false, 3: the annotator believes that
the author of the text is certain that the prompt is true).
For the NLI task, items were labeled based on whether
at least 80% of annotations were within three ranges:
[1, 3] (entailment), [0] (neutral) or [−3,−1] (contradic-
tion) (Jiang and de Marneffe, 2019). We use the origi-
nal ratings in the range [−3, 3] in our analysis.

4. Methodology
We use two methods to robustly measure whether there
are underlying differences in how male and female an-
notators annotate each of our four datasets. The first
method, described in Section 4.1, directly measures the
differences in overall scores given by male and female
annotators. This type of analysis is likely to capture
shifts in the distribution of scores given by different sets
of annotators – for instance, it would capture if male
annotators are more likely to label positive sentiments
than female annotators. Even a simple linear shift in
the distribution of annotations could affect models, es-
pecially if ordinal labels are converted to binary, which
is a common experimental setting, e.g., in sentiment
analysis (Socher et al., 2013). The second method,
described in Section 4.2, takes into account aggregate
scores to determine to what extent male and female an-
notators differ from various aggregates. If significant
differences were found, this type of analysis would sig-
nal the need for multi-perspective modelling.

4.1. Distribution Analysis
We split annotations into those provided by male and
female annotators, then visualize the scores given by
those annotators; for the affective text dataset, we use a
kernel density estimation plot because the annotations
are on an interval. For ordinal data, we use a barplot.
A key advantage of this type of analysis is that it pro-
duces clearly interpretable results; the plots allow us to
directly see how the male and female annotators differ.
To ensure the significance of our findings, we employ
permutation tests; our null hypothesis is that gender
does not affect the distributions of annotations. We de-
fine two test statistics, which we will refer to as tobs.
For interval data, we begin by computing the cumu-
lative sum of % of annotations for each gender with
each possible rating from min (the minimum score in
the range) to max (the maximum score in the range),
which represents the empirical distribution function.
Our test statistic is the area between the curves of the
two empirical distribution functions. With cumulative
sum vectors M and F , this area can be computed as
tobs =

∑max
i=min |Mi − Fi|.

For ordinal data, we formulate our alternative hypoth-
esis for each task by observation of how the two groups
differ in the bar charts. We compute the difference
in percentage of annotations with scores that meet the
conditions of the alternative hypothesis. Specifically,
given the total number of annotations and choices given
to the annotators within the relevant conditionC for the

task, we compute tobs =
∑

c∈C |P (c|f) − P (c|m)|,
which represents the extent to which the distributions
across labels differ for the two annotator groups.
We then randomly assign annotators to groups a (size
= # of male annotators) and b (size = # of female an-
notators) and recompute the test statistic 10,000 times2

with those groups instead of m (all male annotators)
and f (all female annotators), creating an array of test
statistics Tperm. Finally, we compute our p-value as
the percentage of values in Tperm that are greater than
tobs (e.g., have a larger difference in the distribution).

4.2. Agreement Analysis
We expand upon the methodology from (Prabhakaran
et al., 2021). They compute agreement using Cohen’s
kappa between each in-demographic annotator and the
majority vote of the overall annotator pool. We use
the same sentiment analysis dataset they study, but do
not condense the labels to a binary scale. This means
that we change our agreement metric to Krippendorff’s
alpha, due to its ability to compute agreement of or-
dinal and interval data between any number of anno-
tators. We then compute the agreement of each in-
demographic annotator with the aggregate of the over-
all annotator pool (labeled F-ALL, M-ALL). We also
add two other measurements: the agreement of each in-
demographic annotator and other in-demographic an-
notators (labeled F-ALLF, M-ALLM) and the agree-
ment of each in-demographic annotator with all out-of-
demographic annotators (labeled F-ALLM, M-ALLF).
In all computations, the in-demographic annotator who
is being compared to the aggregate is excluded from
the aggregation.
We aggregate labels using the mean for interval data
and a median for ordinal data; if the median is not an
integer, we take the mean of two agreement scores for
each annotator: one with the ceiling of the medians and
one with the floor. The algorithm is formalized in Al-
gorithm 1.
To measure the significance of our results, we per-
formed t-tests for three metrics of interest across all of
our datasets:
F-ALL vs. M-ALL This two-sided t-test determines

if there is a statistical difference between the ex-
tent to which male and female annotators agree
with the aggregate of all annotators. A difference
here would show that the aggregate is more repre-
sentative of one gender.

F-ALLF vs. F-ALLM This one-sided t-test deter-
mines if female annotators agree with other fe-
male annotators more than they agree with male
annotators.

M-ALLM vs. M-ALLF This one-sided t-test deter-
mines if male annotators agree with other male
annotators more than they agree with female an-
notators.

2Or fewer, if every possible permutation is covered with
fewer tests
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Algorithm 1 Agreement Comparison Algorithm
The algorithm takes as input A, a matrix of annotations
where annotators are rows and datapoints are columns,
G, a list of genders of annotators in A, and i, an indi-
vidual annotator index.
Our aggregation function, agg, is median for inter-
val data and mean for interval data. We use the
krippendorff function for agreement.
kripALL is used for F-ALL and M-ALL, kripEQ is
used for F-ALLF, M-ALLM, kripOTH is used for F-
ALLM, M-ALLF. The scores for each annotator i are
used in the visualization.

1: procedure FILTER(A,G, i, all, eq)
2: AG ← []
3: for k ← 1, |A| do
4: . exclude target annotator from aggregate
5: if i != k then
6: if all then
7: Append Ak to AG

8: else if eq && Gi == Gk then
9: Append Ak to AG

10: else if !eq && Gi != Gk then
11: Append Ak to AG

12: end if
13: end if
14: end for
15: .Return other annotators depending on all/eq
16: return AG

17: end procedure
18:
19: procedure ANN AGREEMENT(A,G, i)
20: . aggregate and filter set of annotators
21: aggALL ← agg(FILTER(A,G, i, true, true))
22: aggEQ ← agg(FILTER(A,G, i, false, true))
23: aggOTH ← agg(FILTER(A,G, i, false, false))
24:
25: . find agreements with krippendorff’s alpha
26: kripALL = krippendorff(Ai, aggALL)
27: kripEQ = krippendorff(Ai, aggEQ)
28: kripOTH = krippendorff(Ai, aggOTH )
29:
30: return kripALL, kripEQ, kripOTH

31: end procedure

For both types of analysis, we use the Benjamini-
Hochberg (Benjamini and Hochberg, 1995) False Dis-
covery Rate correction to account for performing mul-
tiple statistical tests.3

5. Results
5.1. Distribution Analysis
Our plots of the affective text distributions (Figure 2)
revealed an interesting pattern: the male annotators
more commonly gave a rating close to zero, indicating
the text was absent of an emotion. A similar pattern

3α = 0.05.

is observed for the valence task, for which annotations
ranged from -100 to 100; the male annotators more fre-
quently used 0, which was the “neutral” label.
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Figure 2: Kernel density estimation plots of affective
text annotations.
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Figure 3: Bar plots of word similarity, sentiment anal-
ysis, and NLI annotations.

The plots for word similarity (Figure 3) do not reveal
such stark differences; however, we do see that male
annotators appear to generally give higher scores, while
female annotators more commonly chose -2; while the
differences are not as clear, a similar pattern can be
observed for word relatedness and NLI. On the sen-
timent analysis dataset, female annotators appear to
more commonly give scores neutral, very positive, or
very negative ratings, while male annotators give more
intermediary ratings of somewhat positive/somewhat
negative.
These observations form the basis for the metrics used
in our permutation tests. For the word similarity task,
we compute the difference in percentage of scores
greater than or equal to 0. For NLI, we compute the
difference in percentage of scores greater than or equal
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Figure 4: Boxplots representing the results of our agreement analysis.

to 1. For the sentiment task, we compute the difference
in percentage of scores of 1 or 3.
The permutation tests (Table 2) reveal a significant dif-
ference (p < 0.05) in sentiment analysis annotations.
While the plots appear to reveal consistent differences
in affective text annotations, the permutation tests show
that this result may be attributed to only one or two
annotators with extreme behavior, and looks meaning-
ful due to the small number of annotators overall. The
word similarity and NLI tasks also did not produce sig-
nificant results; however, the p-value for word similar-
ity was very close to our significance level, indicat-
ing that studying gender differences in annotation of
other similar datasets with different word pairs may be
worthwhile in future work.

5.2. Agreement Analysis
The plots representing distributions of agreements be-
tween different genders and aggregations are presented
in Figure 4. Among the four ordinal tasks, we find that
male and female annotators tend to have similar levels
of agreement with the aggregate scores of all other an-
notators, as was observed by (Prabhakaran et al., 2021)

Task p-value

Word Similarity (Similarity) 0.0528
Word Similarity (Relatedness) 0.7910
Sentiment Analysis 0.0209
Natural Language Inference 0.7592
Affective Text (Anger) 0.5500
Affective Text (Disgust) 0.3143
Affective Text (Fear) 0.3143
Affective Text (Joy) 0.2750
Affective Text (Sadness) 0.3143
Affective Text (Surprise) 0.6111
Affective Text (Valence) 0.2750

Table 2: Results of permutation tests. Results signifi-
cant at the level α = 0.05 are demarcated in bold. The
false discovery rate correction is performed for results
across the table.

on the sentiment dataset. Furthermore, we find that for
both genders, the agreement with the overall aggregate
(F-ALL, M-ALL) tends to exceed the agreement for the
in-demographic aggregate (F-ALLM, M-ALLF). This
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F-ALL vs. M-ALL F-ALLF vs. F-ALLM M-ALLM vs. M-ALLF
tval pval tval pval tval pval

Word Similarity (Similarity) 3.08 0.07 -0.56 0.81 0.96 0.77
Word Similarity (Relatedness) -0.44 0.81 -0.32 0.81 -0.40 0.81
Sentiment Analysis -0.11 0.94 0.78 0.77 0.09 0.77
Natural Language Inference 1.10 0.77 -1.83 0.97 1.15 0.77
Affective Text (Anger) -0.29 0.83 0.11 0.77 -0.52 0.81
Affective Text (Disgust) -1.11 0.77 0.19 0.77 1.17 0.77
Affective Text (Fear) -0.81 0.77 0.06 0.77 1.21 0.77
Affective Text (Joy) 0.91 0.77 2.92 0.36 0.30 0.77
Affective Text (Sadness) -0.54 0.81 0.02 0.77 0.41 0.77
Affective Text (Surprise) -0.62 0.81 -0.72 0.82 0.34 0.77
Affective Text (Valence) -0.59 0.81 1.06 0.77 0.08 0.77

Table 3: Results of t-tests. No results are significant at the level α = 0.05 after the false discovery rate correction
was performed for results across the table.

suggests that the statistical effects of having more an-
notations in the aggregate has a larger effect on agree-
ment than the demographics of the annotators who are
included in that aggregate.
The results are mixed for the affective text tasks. This
could be in part due to the small number of annotators,
but there are a few notable results. We see that for one
emotion (joy), female agreement with other females
has very little variance, and is much higher than female
agreement with other males. However, after controlling
for multiple comparisons, this result is not statistically
significant. Furthermore, the results differ across the
six emotions and valence; we see that for some, there
appears to be more agreement between people of the
same gender, or between females with the overall ag-
gregate than males. It would be interesting to do these
comparisons on a larger dataset with more annotators
to determine whether or not there is a difference in how
people of different genders annotate each of these emo-
tions, a hypothesis that was supported by some individ-
ual examples in the dataset (see Figure 1).
T-tests detailed in Table 3 reveal that there were no sta-
tistically significant differences in the pairs of distribu-
tions that we compared (see Section 4.2).

6. Discussion
Our results indicate that there is no strong evidence
that there are statistical differences between how male
and female annotators annotate the four tasks that we
studied. The only statistically significant difference we
found was for the sentiment analysis dataset; male an-
notators gave more “intermediary” scores of 1 (some-
what negative) and 3 (somewhat positive) than females
when annotating this task. We had initially hypoth-
esized that demographic characteristics of annotators
(including gender) may affect annotations and there-
fore the models trained on various NLP datasets. We
were particularly surprised to not find differences in
the word similarity dataset, which intentionally in-
cluded word pairs that represented differing word as-

sociations of demographic groups. These differences
in word associations were revealed by Garimella et al.
(2017), and differences in word associations based on
age have also been observed by psychologists (Tresselt
and Mayzner, 1964).
This result conflicts with some previous studies, which
found a difference in annotations (Al Kuwatly et al.,
2020; Larimore et al., 2021; Shen and Rose, 2021; Ex-
cell and Al Moubayed, 2021) based on annotator demo-
graphics and identities. While our results differ from
prior work, it is worth nothing that much of this work
focuses on annotation tasks that are more directly re-
lated to the identities that were proven to correspond
with differing annotations. These works frequently fo-
cus on racism, hate speech, and toxicity, which are
often targeted at people with certain identities. Hate
speech in particular is commonly defined as offensive
or degrading language towards a person based on a spe-
cific group identify, such as race, ethnicity, gender, or
sexual orientation (Parekh, 2006), increasing the like-
lihood that it will perceived differently by people de-
pending on whether or not they are part of the targeted
group(s). The same is true for the labeling of text as
corresponding to political ideologies, where the ideolo-
gies of the annotators differ (Shen and Rose, 2021).
It is worthwhile to continue studying this problem, as
this paper only shows that there are not differences in
annotation that can be attributed to one demographic
attribute (gender) across four datasets. We have not
proven that there is no difference across the space of
all NLP datasets, and we have not proven that there is
no difference for other demographic attributes like race
or nationality.
A major contribution of our work, therefore, is robust
methodology that can expose statistical differences in
annotation across groups. By performing permutation
tests, we are able to compare the differences we see be-
tween male and female annotators to differences that
might appear by chance in our annotation pool. Un-
like prior work (Prabhakaran et al., 2021), we take this
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a step further, formalizing metrics for comparing if an-
notators agree with the set of annotators who share their
gender to a larger extent than they agree with annota-
tors who have a different gender. While these methods
are used with interval and ordinal data in our work, they
could easily be adapted to use with binary or categori-
cal data.
These methods provide multiple ways in which re-
searchers could study whether annotator demographics
result in differences in annotation, and we hope that
they will be adopted in future work. In order to ease
adoption of our methods, our code is publicly avail-
able.4 To aid this important work, we would recom-
mend that dataset curators consider collecting annota-
tor characteristics and releasing dis-aggregated datasets
to the extent possible while preserving the privacy of
annotators.

7. Limitations and Future Work
The scope of our study is limited to investigating
the effects of annotator gender on NLP benchmark
datasets. In collecting data for this project, we learned
that nearly all widely used NLP benchmarks have not
recorded annotator characteristics their construction
process. With the scarcity of annotator demographics
associated with NLP benchmarks, several challenges
arise. First in such data scarcity, studying annotation
differences among non-binary crowdworkers is a chal-
lenging but important area of future work. Second,
our results do not reveal statistically meaningful dis-
crepancies in data annotation among different genders,
but we remain cautious of over-generalization as study-
ing gender effects among a handful of annotators and
datasets poses challenges to drawing broader conclu-
sions. Third, while it is helpful to include annotator
characteristics in constructing new NLP benchmarks,
crowdworker privacy should also be considered. We
identify privacy preserving approaches for collection
and distribution of annotator demographic data as an
important area for future work. Additionally, inclusive
practices should be followed when asking crowdwork-
ers to identify their gender (Spiel et al., 2019; Larson,
2017).
The evaluation framework used in this study only con-
siders the discrepancies correlated with a single anno-
tator characteristic. We consider generalized additive
models (GAMs) with pairwise interactions (Lou et al.,
2013) as a potential avenue for modeling intersection-
ality of annotator demographics (e.g. gender, race, so-
cioeconomic background) in future work. While lan-
guage generation tasks are an exciting area in NLP,
grounded observations about the discrepancies caused
by crowdworker gender are difficult to make, as our
methodology is mainly applicable to interval, ordinal
and categorical benchmarks.

4https://github.com/MichiganNLP/Analy
zing-the-Effects-of-Annotator-Gender-Acr
oss-NLP-Tasks

8. Conclusion
In this paper we studied the effects of annotator gender
on four NLP benchmarks and developed a robust eval-
uation framework for studying annotator demographic
effects on datasets. Our results reveal that there are not
statistical differences in how male and female annota-
tors annotated the four benchmark datasets we studied.
However, we focused on a small number of datasets
and one demographic attribute (gender). We chose the
datasets included in our study in large part because they
were the ones that were available; most existing NLP
benchmarks have been collected without annotator de-
mographics.
We strongly advocate that the community should con-
sider collecting demographics of annotators as part of
the data annotation process. This data can be used to
perform analyses such as those presented in this paper
and to ensure that there is no large demographic imbal-
ance in the annotator pool, relative to the population,
as such an imbalance could lead to ineffective models
if the annotations differ based on demographics.
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Abstract
Approaches in literary quality tend to belong to two main grounds: one sees quality as completely subjective, relying on the
idiosyncratic nature of individual perspectives on the perception of beauty; the other is ground-truth inspired, and attempts
to find one or two values that predict something like an objective quality: the number of copies sold, for example, or the
winning of a prestigious prize. While the first school usually does not try to predict quality at all, the second relies on a single
majority vote in one form or another. In this article we discuss the advantages and limitations of these schools of thought and
describe a different approach to reader’s quality judgments, which moves away from raw majority vote, but does try to create
intermediate classes or groups of annotators. Drawing on previous works we describe the benefits and drawbacks of building
similar annotation classes. Finally we share early results from a large corpus of literary reviews for an insight into which
classes of readers might make most sense when dealing with the appreciation of literary quality.

Keywords: Quality assessment, Perspectivism, Literary quality

1. Introduction and Motivation
While literary quality can be considered one of the
most subjective fields of evaluation, its perception from
large amounts of readers over time does show conver-
gent trends: communities tend to establish and update
canons; specific texts and narratives manage to remain
popular despite the changing of fashions and political
phases; authors’ names become eponymous of literary
quality in different countries and throughout the social
spectrum. This duality has arguably generated two op-
posed polarities when it comes to the definition of what
constitutes literary quality: on one side a highly in-
dividualistic, idiosyncratic perspective, that sees qual-
ity as a function of either individual or collective, but
temporary world views, and as such non-convergent if
not for ephemeral artefacts, such as transitory canons
(Bloom, 2014). On the other side, a ground-truth in-
spired perspective, that sees literary value as a sort of
universal and underlying quality of texts, that shines
through the noise of socio-political or individual dif-
ferences into broad or long-lasting convergences (Guil-
lory, 2013).

The problem of literary quality’s subjective status
becomes even more intriguing when we turn to the
challenge of its formal or computational assessment.
Most works in this direction have, until today, as-
sumed the possibility of one single ground truth by
modelling literary quality as a single rating or label
assigned to a text. These ratings have been retrieved
from various sources: literary critics, book sale num-
bers, bestseller lists, or crowd-sourced reader opinions.
Such approaches have had their limitations. Relying
only on experts’ judgment (e.g. awards, prestigious
reviews) would bias the model to reflect only their
preferences, but striving for representativity by crowd-
sourcing opinions ends up ignoring important differ-

ences in the readers’ population, as we will discuss in
the next sections.

In this paper, we follow the tracks of recent de-
bates in computational linguistics and machine learn-
ing about the advantages and limitations of considering
different perspectives, what is called “perspectivism”
(Basile et al., 2021; Plank et al., 2014). With this in
mind, we address the question of how perspectivist we
should be when it comes to literary quality. After draw-
ing a spectrum with total subjectivity on one end and
the use of a single gold standard on the other, we sug-
gest approaching a middle way, by dividing readers into
meaningful classes, each of which can be treated as a
single judgment on a literary work. Finally, we present
early results on a new corpus of literary reviews vali-
dating the feasibility of this approach.

2. Related Work
Several studies have attempted to formally model traits
that capture literary quality. The choice of the candi-
date features for the definition of literary quality has
naturally been very broad: some approaches, conflating
quality and fame, have focused only on extra-textual
features, such as genre and author visibility to predict
success in book sales (Wang et al., 2019), or the num-
ber of references to a literary work as a measure of
canonicality (Ferrer, 2013), whereas others have fo-
cused on stylistic features 1, such as syntactic (van
Cranenburgh et al., 2019) and semantic (Ashok et al.,
2013) complexity, or the emotional flow of a narrative
(Maharjan et al., 2018) to predict, for example, the like-
lihood of a text to become part of a pre-determined lit-
erary canon.

1For a review of computational stylistics, see Hermann et
al. (2020)
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What is often less discussed in many of these stud-
ies is the problem of defining a ground truth for lit-
erary quality: most of the existing literature in auto-
matic quality prediction of narrative texts relies on a
single gold standard, adopting what is still today the
mainstream approach to machine learning (Basile et al.,
2021). Some works, for example, use the Nobel Prize
for Literature as a way to assess the quality of an au-
thor (Hu et al., 2021), while others draw the average
rating for a book from a large-scale reader platform as
a ground truth for a text’s appreciation (Bizzoni et al.,
2021; Maharjan et al., 2018). The number of copies
sold is often adopted as a reliable golden label to rank
novels, based on the assumption that there is a distinct,
overarching set of signals that has predictive power for
whether or not a book ends up on the bestseller list
(Archer and Jockers, 2016; Wang et al., 2019). Finally,
some works have attempted to use the guide of presti-
gious literary periodicals or references in academic lit-
erature in order to create their ground truth for literary
value (Ferrer, 2013; Underwood and Sellers, 2016).

Studies questioning the limitations of one or the
other approach have appeared: Porter (2018) ques-
tions the conflation of quality and prestige, pointing
out that the deviation within a single canon might
be broader than between canonical and non-canonical
works , while van Cranenburgh et al. (2020) designed a
new set of experiments to try and tease contextual from
textual factors in readers’ evaluation of a literary piece
(van Cranenburgh and Koolen, 2020), still in general,
the existence of one single average representing a text’s
quality seems to have been preferred by the community.

A different line of research, with a less prominent
predictive vocation, has instead focused on the de-
mographic and individual differences between reading
preferences. Touileb et al. (2020) explored Norwe-
gian book reviews and found differences in the liter-
ary preferences and the expression of sentiments of fe-
male and male reviews, depending on genre (Touileb
et al., 2020). A similar analysis of Goodreads reviews
pointed to the same direction: there are differences be-
tween female and male readers, and it is possible to
find evidence for it on a larger scale (Thelwall, 2019).
Readers’ communities and readers’ status also seem to
influence the way different groups of people perceive a
literary text: Squires (2020) discusses the importance
of reviews and reviewers in shaping the book circula-
tion and reading practices, while the increasing avail-
ability and popularity of social reading platforms al-
lows for the creation of like-tasted reader groups in a
way that has not been possible before (Rebora et al.,
2021).

3. Between ground truths and relativism:
mild perspectivism?

If quality is absolute, why do readers disagree on the
quality of a text? Even an individual reader can change
their own idea on the literary value of a text over time.

If quality is entirely idiosyncratic, how come there are
texts that survive the most drastic historical and cul-
tural changes with an almost unfaltering status? The
Aeneid remained appreciated as a canonical master-
piece in western Europe from the Roman Empire down
to modern times.

A similar question has been discussed in other so-
called “subjective annotation” tasks in computational
linguistics and machine learning (Davani et al., 2022):
the attempt at attaining one single meaningful value
in similar contests risks to back-fire, creating an ar-
tificial representation of the phenomenon one is try-
ing to model. Some researchers have advocated for a
new paradigm, “perspectivism” (Basile et al., 2021),
to deal with similar problems by considering a plu-
rality of different points of view on the same data,
either by building an average from several individual
values (weak perspectivism) or attempting to maintain
the inter-annotator differences in the dataset and try to
model their diversity (strong perspectivsm) (Checco et
al., 2017; Cabitza et al., 2020; Akhtar et al., 2020).

When it comes to literary quality, applying either an
non-perspectivist approach (such as having one ground
truth or a gold standard), or a strong perspectivist ap-
proach gives rise to difficulties, and there seem to be
apparent limitations to both approaches when brought
to their ultimate consequences.

A non-perspectivist approach suggests assessing the
appreciation of literary quality through a single gold
standard. Such a gold standard can be approximated
by aggregating perspectives of different readers in one
value (a rating score, the number of copies sold, an
average review sentiment, etc.). A weak perspectivist
approach is probably ingrained in any such attempt
at modelling and evaluating literary quality: even the
works that have tried to reduce it to a single number
have relied on majority votes from several readers (av-
erage ratings from a crowdsourced annotation task; the
number of copies sold; the number of ratings; presence
in one or more canons; and so forth). Most literary
awards are assigned by a committee composed of sev-
eral individuals, so even when relying on such institu-
tions to define literary quality, a text’s value is approx-
imated by collecting and averaging over several points
of view. This form of weak perspectivism essentially
treats literary quality as an objective measure to be
approximated through many individual measurements
(Basile et al., 2021). Taking many imperfect measures
of the length of a table will bring us closer to its exact
length; taking many personal assessments of the qual-
ity of a text will bring us closer to its real value. This
take on the stance can help us clarify whether, despite
the subjective nature of the task, a common ground of
convergence does exist on the topic.

Naturally, this approach is at odds with a subjective
view of quality assessment and aesthetic deliberation,
and reducing a variety of individual opinions to one
score is very helpful in some studies, but is bound to
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leave out important variation.
The opposite approach is to apply a strong perspec-

tivist angle and to keep all of the different appreciations
of a book in their diversity, without trying to reduce
them to an average. If we believe in the irreducibility
of readers’ preferences to a meaningful average, and
if the perception of literary quality is entirely idiosyn-
cratic, it makes sense to model each reader indepen-
dently. However, considering each reader’s apprecia-
tion as an irreducible perspective to keep independent
from the others risks confusing, or at best diluting, the
very scope of this kind of research: finding out whether,
beyond individual variations, there can be features that
define something like an underlying, universally per-
ceived quality in a text.

A third approach is to take a middle way between the
two extremes. This will be outlined in the following
section.

4. Looking at readers’ classes
Instead of relying on either one gold standard or treat-
ing all reader perspectives independently, one possibil-
ity is to model readers in different classes and have
a majority approach for each class. In the study of
canonization and literary fame, some differences be-
tween readers have been discussed: for example, read-
ers’ gender and ethnicity have been posited as playing
important roles in the perception of texts (Keen, 2013),
and the challenges minorities might face to enter main-
stream literature (Berkers et al., 2014).

Another relevant difference is to be found between
lay-readers and professional critics. In the debate, the
former are often highlighted as inclined to be fooled
by cheap reads, and the latter as incline to inaccessi-
ble literature. But even between the ’critics’ and ’lay-
men’, we can disentangle important subgroups: an oc-
casional Goodreads user and the maintainer of a book
blog are both not literary critics in the most canonical
sense, but the latter is probably more dedicated to the
art of reading and reviewing than the former. A profes-
sional literary critic who writes for a local newspaper
and one who writes for a specialized niche magazine
might belong to two quite distinct categories in terms
of sensibility and severity. There are middle ground
identities as well: the work by De Greve and Martens
(2021) studies the emerging role of social media and
argues that ’lay critics’ also act as cultural transmitters,
challenging the traditional gatekeepers role of profes-
sional critics (Greve and Martens, 2021). These dif-
ferences neither mean that one of these groups’ judg-
ment is more correct than another nor that there is no
variation or outliers within these groups – but they in-
dicate classes of what we call sensitivity convergence
that are likely to display a higher degree of inner agree-
ment than outer.

Hence, with the sensitivity toward groupings of dif-
ferent readers, the approach of aggregating reader per-
spectives can be applied in a more fine-grained manner.

Dataset overview

Nr of reviews 57 369
Male reviewer 18 958
Female reviewer 28 984
Unknown 9 427

Nr of different titles 14 647
Male author 8 056
Female author 6 591

Nr of reviews by media type
Newspapers 22 131
Blogs 16 791
Online media 10 635
Blog-like websites 3 456
Regional newspapers 2 622
Weekly magazines 1 566
Professional magazines 168

Table 1: An overview of the dataset presented in this
paper. The category Online media includes (literary)
sites that fall between online newspapers and personal
blogs.

Instead of relying on one gold standard for an overall
literary appreciation, we suggest letting the aggregation
and statistical means depend on these reader classes, al-
lowing for multiple points of view. It has been argued
that computational methods allow for capturing read-
ers’ preferences (Walsh and Antoniak, 2021), what we
will next discuss from a Danish perspective.

5. Exploring the classes of Danish
readers

As a preliminary study in this direction, we have anal-
ysed a large dataset of book reviews published in Dan-
ish media, such as newspapers and blogs, from 2010 to
2021. 2. The composition of the dataset is presented in
Table 1. The grades of the reviews are fitted to a shared
6-point scale through a linear transformation. In addi-
tion, the dataset contains metadata of the publications,
such as publisher house, year of publication, etc.

This dataset is unprecedented in terms of dimen-
sion, annotation quality, and diachronic extension for
the contemporary Danish scene over several platforms,
and offers a unique viewpoint to determine in which
classes readers - at least those readers who write re-
views - most clearly tend to cluster. Since newspa-
pers, blogs, and other online media are the dominant
platforms in the dataset, we focus on these to gain a
more informed insight into reading preferences within

2The dataset is retrieved from the web page bog.nu, a plat-
form that collects book reviews published in Danish media.
Reviews without a numeric rating were attributed a rating by
the site administrator. We see the same trends in the data with
the ratings retrieved from the original reviews (> 75%) as in
the data relying on the estimated rating.
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Figure 1: A histogram of the number of reviews shows
that male and female reviewers are not equally dis-
tributed among the different media types. Blogs and
blog-like websites are added together and so are news-
paper and regional newspapers.

these media types. Figure 1 shows the gender distri-
bution across three media types - newspaper reviews,
online literary reviews and personal blogs - and we see
a sharp distinction of reviewer’s gender as well as au-
thor’s gender: male reviewers are more likely to review
male authors in newspapers whereas the blogosphere is
dominated by female reviewers reviewing female au-
thors.

In this analysis, we are working with a binary un-
derstanding of gender and have used a gendered name
list to retrieve the gender feature 3. This method is not
an ideal way of approaching gender variables, and we
are aware of the problems with this method and how
it rules out other gender identities (Dev et al., 2021).
However, we find it useful to apply this method in this
preliminary study.

Between newspapers and blogs, we can furthermore
show a difference in grading. The grades given in
newspapers are significantly lower, with an average of
4.1/6, compared to those given in blogs which have
an average of 4.5/6. This indicates a difference in
review culture, which may be due to blogs being a
medium where the emphasis is placed on positive ex-
periences, rather than being professional critics that do
not choose the reviewed works according to their pref-
erences. In addition, the social nature of blogs makes
it a place to discuss leisure readings with like-minded
readers, whereas newspaper reviews tend to be more
one-directional. These divided reader profiles also sup-
port our argument for modeling reader appreciation
in subclasses instead of working with one single gold
standard that would apply to all readers.

Figure 2 shows the polarization of the book review-
ing scene in Denmark. The ratios on the axes show how
books are read between the two genders and across the

3We have used the API genderize.io that gives the prob-
ability of a name being either male or female, based on a
dataset of 250.000 names

Figure 2: A scatter plot of books reviewed at least 5
times, showing the relative proportion of blog (1) and
newspaper (0) reviews on the x axis plotted against the
relative proportion of reviewer gender (0 = male, 1 =
female) for each title, colored by author gender. As
many of the points overlap, the heatmap in the back-
ground illustrates where the highest density areas fall.

two media types, the middle point (0.5,0.5) correspond-
ing to works reviewed equally by both genders and on
both media platforms. Only titles with five or more re-
views were included in this analysis. The heatmap in-
dicates that most titles fall near the two extremes: men
seem to dominate the newspaper venues, and the dom-
inance of women in the blogosphere is even stronger.
Moreover, the coloring of the plot by author gender
reveals that the polarization applies to author gender,
too. Along the y axis, we see a clear split at 0.5, show-
ing that books read mostly by female reviewers are
also mostly written by female authors, and vice versa.
These observations imply that female and male readers
read different books, and each groups seems to prefer
books written by their own gender.

To obtain a deeper understanding of this polariza-
tion, we examined which books had received the high-
est ratings in each category. When looking at books re-
viewed by both genders and on both media platforms,
the titles that received the best average rating fell in di-
verse categories. This overarching top includes, among
others, Nordic classics, Stoner by John William4, more
modern international bestsellers such as The Goldfinch
by Donna Tartt and a graphic novel by Karoline Stjern-
felt.

The titles rated the highest by either gender, shows
another division: men preferred more canonical books
- Herman Melville, Roberto Bolaño, and Victor Hugo
being in the top 5 - whereas women preferred read-
ing genre literature, their top-rated books including ro-
mance, crime/thriller, and fantasy novels. A similar

4Stoner was translated into Danish in 2014, which might
explain its sudden occurrence in the dataset.
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division was found between the best-rated books in
newspaper and blog reviews, although blog reviews
were even more dominated by romance books com-
pared to the books most appreciated by female review-
ers overall. These observations imply that newspapers,
a more established venue dominated by men, focus on
canonical works, whereas the constantly evolving blo-
gosphere, dominated by women, seems to seek more
leisurable or genre-specific reading.

From these early results it seems that the motivation
behind reading, reader status and the gender distribu-
tion of authors and readers are valid candidate classes
to cluster individual literary perspectives. Thus, as a
mild perspectivist approach, we propose taking the de-
gree of professional expertise and the effect of gender
into account when assessing literary quality.

6. Discussion
In this article, we have addressed the question of how

perspectivist we should be in measuring literary qual-
ity. While it has become clear that one literary canon
or one gold standard based on e.g., sales numbers can-
not capture the variety of aspects readers appreciate in
literature, the relevance of a traditional literary canon
is reflected in our observations; some works seem to
have reached a status that cannot be ignored. However,
this literary canon is not a ground truth for quality, and
non-canonical popular works might have other features
that make them beloved by readers.

Therefore, the problem of literary quality can - and
should - be explored from different angles within the
same project. Applying strong perspectivism in the fu-
ture can still be a relevant and viable option to contrast
the classes we have divided the Danish readers into.

Furthermore, the division proposed here is not per-
fect. The division of gender was binary, excluding
other gender identities from the current analysis, that
need to be considered in the future. Similarly, the con-
trast of professional and amateur readers is not as abso-
lute as the division into two categories here might sug-
gest. Indeed, some bloggers can be seen as tastemak-
ers that have gained what Driscoll (2019) calls ’read-
erly capital’, and form a lively environments for read-
ers to interact, contributing to a diverse literary space
(Driscoll, 2019; Rebora et al., 2021).

In light of the investigated review venues, we can
only infer what readers voluntarily reveal about their
literary preferences, while they also might have hidden
preferences not shown in this data. That could be ap-
proximated through a different kind of dataset, such as
library loans. With the current method, we are still not
capturing all types of readers. Nevertheless, the current
findings support the claim that it is not trivial what kind
of reader profiles we consider and value when studying
literary quality.

7. Conclusion and Future Works
Literary quality is a complex topic, and it remains
a challenge for both strong and weak perspectivist

stances. In this paper we have tried to consider the pros
and cons of both approaches and what adopting them
implies. We have, then, suggested a middle way be-
tween the two extremes, by dividing readers into mean-
ingful classes that would represent different perspec-
tives on the same text, without holding each individual
rating as a independent judgment. Through the anal-
ysis of over 57.000 book reviews in Danish media we
have shown that some features of the reviewers – es-
pecially gender and whether they write for a blog or a
newspaper – appear to significantly predict a shift in
the assessment of a text, and thus allow for a meaning-
ful clustering of readers into perspective classes.

Naturally, we have much left to do to further explore
the relevance of this approach for literary quality mod-
eling. In future we intend to use the existing classes
as labels for quality prediction to see whether they can
yield a more informative picture of the judgments a lit-
erary text is likely to elicit. We would also like to look
for subtler differences between the reviewers and com-
pare these findings with other existing resources for lit-
erary quality. Another important question we would
like to address in the future is whether and when a pref-
erence becomes a bias: for example, in what situations
controlling for gender preferences should be used to
“correct” a system’s output rather than just inform it.

Overall, the complexity of the problem and its mid-
way status between objectivity and subjectivity re-
mains a topic for debate both within and beyond com-
putational linguistics, and leaves large room for future
developments.
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Abstract
Understanding and quantifying the bias introduced by human annotation of data is a crucial problem for trustworthy supervised
learning. Recently, a perspectivist trend has emerged in the NLP community, focusing on the inadequacy of previous
aggregation schemes, which suppose the existence of a single ground truth. This assumption is particularly problematic
for sensitive tasks involving subjective human judgments, such as toxicity detection. To address these issues, we propose
a preliminary approach for bias discovery within human raters by exploring individual ratings for specific sensitive topics
annotated in the texts. Our analysis’s object focuses on the Jigsaw dataset, a collection of comments aiming at challenging
online toxicity identification.
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1. Introduction

At every stage of a supervised learning process, biases
can arise and be introduced in the pipeline, ultimately
leading to possible harm (Suresh and Guttag, 2019;
Dixon et al., 2018). The role of the datasets used to
train these supervised models is crucial, as they may
reinforce such biases and propagate them. There might
be multiple reasons why a dataset is biased, e.g., due
to skewed sampling strategies or to the prevalence of
a particular demographic group disproportionately as-
sociated with a class outcome (Ntoutsi et al., 2020),
ultimately establishing conditions of privilege and dis-
crimination. (Sap et al., 2019; Davidson et al., 2019;
Ball-Burack et al., 2021), for example, show that anno-
tators tend to label as toxic messages in Afro-American
English more frequently than when annotating other
messages, which could lead to the training of a system
reproducing the same kind of racial dialect bias. The
phenomenon’s complexity is not limited to algorithms
but is deeply rooted and bound in historical, cultural,
and social perceptions. Therefore, it is very relevant
to investigate the impact of annotators’ social and cul-
tural backgrounds on the produced labelled data. It is
clear that when the labelling is performed on subjec-
tive tasks, such as the online toxicity detection, it be-
comes even more relevant to explore agreement reports
and preserve individual and divergent opinions. Hav-
ing access to the disaggregated data annotations and
being aware of the dataset’s intended use can inform
both models’ outcome assessment and comprehension,
including facilitating bias detection (Suresh and Gut-
tag, 2019).
Given these evident socio-technical challenges, signif-
icant trust problems emerge, mainly regarding the ro-
bustness and quality of datasets and the related trust-
worthiness of models trained on these collections and

their automated decisions. Recently, a perspectivist
trend has emerged in the NLP community, focusing
on datasets collecting human judgments, especially for
sensitive tasks involving subjective decisions such as
toxicity detection. The main issue concerns the in-
adequacy of previous aggregation schemes, which as-
sume the existence of a single ground truth and re-
duce the final label through the standard approaches
of disagreement resolution, primarily through major-
ity voting. (Basile, 2020) propose a new paradigm to
maintain multiple perspectives naturally arising from
raters having different cultural backgrounds. The au-
thors pursue the goal of granting significance to di-
vergent opinions, equally important and correct, ac-
cording to individual sensitivities. They stress the
importance of publishing disaggregated dataset ver-
sions and the positive impact of these collections
for developing more inclusive yet accurate, fairness-
aware measures and automated decisions. (Röttger
et al., 2021) critically discuss two annotation ap-
proaches: the descriptive-perspectivist paradigm ver-
sus the prescriptive-reductionist one. Among other rec-
ommendations, the authors suggest that dataset collec-
tors should intentionally choose and pursue one of the
two paradigms according to the intended usage for that
particular collection.
In line with the perspectivist approach, this work aims
to value disagreement and investigate a different way to
weight annotations. Specifically, we propose a prelim-
inary approach for bias discovery within human raters1

by exploring individual ratings for specific sensitive
topics annotated in the texts. Although investigating
biases within human annotators was already explored
in (Sap et al., 2019; Davidson et al., 2019; Ball-Burack

1In this contribution, we use the terms rater and annotator
interchangeably.
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et al., 2021; Sap et al., 2021), our proposed method,
compared to these previous works, is not limited to a
single bias ground (e.g., race or gender). Indeed, thanks
to the nature of the dataset under examination, the sen-
sitive identities taken into account are more diverse,
embracing, for example, sexual orientations, disabili-
ties, religions, etc. Finally, to preserve the role of dif-
ferent perspectives, as performed in the work of (Wich
et al., 2020), our assessment focuses on the disaggre-
gated dataset, hence on individual annotations, and not
only on the harmonized ground truth. Our analysis fo-
cuses on the Jigsaw dataset (Jigsaw, 2018), a collec-
tion of comments aiming at challenging online toxicity
identification. The dataset is manually annotated to in-
vestigate unintended model bias for a broad spectrum
of sensitive demographic identities.
Starting from the description of the Jigsaw dataset in
Section 2, we report in Section 3 the fairness approach
adopted and the preliminary analysis results in Sec-
tion 4. Finally, in Section 5, we present the takeaways.

2. Dataset Description
This section briefly describes the object of our analysis,
i.e., the Jigsaw Unintended Bias in Toxicity Classifica-
tion2 dataset, published within a Kaggle competition3

which took place in 2018 (Jigsaw, 2018). Aiming to
explore unintended model bias through a broad spec-
trum of online dialogues, the dataset collects contents
from the Civil Comments platform that allowed to start
conversations and post comments on news sites. Cu-
rated by Jigsaw4, a Google unit dealing with disinfor-
mation, toxicity, censorship, and extremisms, the col-
lection gathers posts ranging from 2015 to 2017 anno-
tated by a degree of toxicity by human raters through
the crowd rating platform Figure Eight.5 The struc-
ture of the dataset, including its cascade annotation, al-
lows for sheding some light on the impact of the socio-
cultural characteristics of the raters, especially when
dealing with sensitive tasks involving subjective deci-
sions such as toxicity detection.
Annotation Process and Labeling Schema. Com-
ments in the dataset were annotated to identify toxi-
city. Specifically, by toxicity, the curators mean ex-
tremely rude, offensive, humiliating, or/and harmful
content. The dataset presents several levels of anno-
tation, which we will describe in detail in the next
paragraphs. The toxicity is registered across a range
of other labels: VERY TOXIC, TOXIC, HARD TO SAY
and NOT TOXIC. A comment is considered toxic if the
toxicity value assigned by the aggregations of individ-
ual raters annotations is greater than or equal to 0.5.
Toxic comments were further labelled with the type
of abusiveness: TOXICITY, SEVERE TOXICITY, OB-
SCENE, THREAT, INSULT, IDENTITY ATTACK, SEX-

2Jigsaw Unintended Bias in Toxicity Classification.
3Competition overview.
4Jigsaw.
5The platform was acquired by Appen.

Identities Toxicity
Comments 405,159 1,804,874
Raters 4,592 8,899

Table 1: Comments and raters for the individual anno-
tations regarding (i) sensitive identities and (ii) degrees
of toxicity, respectively.

UAL EXPLICIT. The dataset was divided by the cura-
tors in training (1, 804, 874), public (97, 320) and pri-
vate test (97, 320) sets, for a total of 1, 999, 514 in-
stances. To enclose several different perspectives, ev-
ery comment was annotated by up to 10 raters6 since
the dataset creators acknowledged the subjectivity of
the task. Interestingly, some comments were annotated
by more than 10 raters, up to even thousands.7 For a
subset of the dataset, annotators were also asked to in-
dicate whether the text mentioned demographic identi-
ties, such as specific races or genders. To ensure that
the comments in the subset had identity mentions, data
were filtered as follows. The curators started with a
random sample of around 250, 000 comments. Then,
through model predictions and word matching, they
found approximately other 250, 000 instances, which
most likely contained references to the sensitive identi-
ties within the texts. The collection resulting from the
union of the two subsets, was then manually labeled by
the raters. Identities appearing in more than 500 com-
ments were found relevant, including: male, female,
homosexual (gay or lesbian), christian, jewish, mus-
lim, black, white, psychiatric or mental illness. Others
were detected but occurred less frequently. In addition
to the aggregated dataset, the curators also published
two additional sheets useful to investigate raters’ be-
haviour (Table 1). The first sheet reports the individ-
ual raters annotations of the sensitive identities for a
total of 2, 597, 365 annotations, collected for 405, 159
unique comments labeled by 4, 592 different raters.
The second sheet collects the judgments related to the
toxicity degrees, amounting to 15, 855, 266 individual
annotations for 1, 804, 874 unique comments, i.e., the
aggregated training set size, labeled by 8, 899 different
raters. Both sheets thus contain comments repeated as
many times as different annotators were asked to label
them (this is why these tables are larger than the dataset
for model training).

Disaggregated Data. We explore the impact of
raters’ bias by analysing the dataset of individual
judgements related to toxicity. As reported above,
the dataset consists of 15, 855, 266 individual annota-
tions, often reporting the same, repeated comments la-
beled by different raters. Specifically, it has 1, 804, 874
unique comments, i.e., the aggregated training set size,

6The attributes gathering this information are “toxicity an-
notator count” and “identity annotator count”.

7They motivate this choice with very vague reasons: “due
to sampling and strategies used to enforce rater accuracy”.
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labeled by 8, 899 different raters. We add the “tar-
get annotator” column. This new attribute has a bi-
nary label indicating whether the annotator considered
the comment toxic. This information is derived from
the individual annotations that collect toxicity grades:
specifically, if at least one of the judgments is affirma-
tive, the comment is considered toxic by some anno-
tator. Notably, the value of this attribute may differ
from the assigned label in the released training dataset.
We also retrieve from the training dataset other impor-
tant and informative columns, including “target” and
all columns reporting the sensitive identities. Hence-
forth, when we reference the dataset, we address this
disaggregated version.

3. Raters Bias Discovery
This section describes the metrics we adopt to detect
biases of human raters and the fairness assessment ap-
proach we propose.

3.1. Fairness Metrics
To detect potential biases in individual raters, we
choose to adopt the Bias AUCs evaluation metrics pro-
posed by (Borkan et al., 2019).8 They are defined as the
ROC-AUC computed over specific subsets of the data.
The use of these metrics within the competition and
the work proposing them (Borkan et al., 2019) focuses
on assessing unintended biases of models on the test
set. Since our aim is to determine if they can also cap-
ture bias in humans, we want to propose their applica-
tion in a new context, different from the purposes for
which they were originally developed. Exploring the
comments for which multiple annotations are available
in the training dataset, we intend to use the label of
the aggregated dataset version as ground truth and the
judgment of the individual rater as prediction, thus dis-
covering and evaluating biases within human raters an-
notations. To compute the ROC-AUC, we sorted the
data according to a comment toxicity score, ranging
from 0 to 1. Such as score is derived from the indi-
vidual rater’s annotations and computed as the num-
ber of toxicities identified (i.e. labelled with 1 by the
rater), divided by the number of toxicity types (i.e. 7).
According to (Borkan et al., 2019), we formalize the
following metrics:

Definition 1 (Bias AUCs) We define the Bias AUCs
measures as:

Subs = AUC
(
D−

s +D+
s

)

BPSNs = AUC
(
D+ +D−

s

)

BNSPs = AUC
(
D− +D+

s

)

where s is a subgroup, D+ are the toxic comments, D−

the non-toxic comments, D+
s the toxic comments in the

identity subgroup, and D−
s the non-toxic comments in

the identity subgroup.

8The Kaggle competition proposed the same metrics.

We specify that in the formulas the + symbol oper-
ates a concatenation between different subsets of the
dataset. The three metrics are calculated separately on
these subsets for each sensitive identity. More in detail,
in our setting, Subgroup AUC (Subs) is calculated for
toxic and non toxic comments that contain the sensi-
tive identity s. A low score indicates that the annotator
deviates from the ground truth of the dataset by differ-
ently identifying toxic and non-toxic comments con-
taining that identity. BPSN (Background Positive, Sub-
group Negative) AUC (BPSNs) instead is computed for
non-toxic comments that contain the sensitive identity
s and toxic comments that do not contain it. A low
score means that the annotator exchanges non-toxic
comments containing the identity for toxic ones that do
not (consistently with the ground truth of the dataset).
Finally, BNSP (Background Negative, Subgroup Posi-
tive) AUC (BNSPs) is calculated for toxic comments
that contain the sensitive identity s and non-toxic com-
ments that do not contain it. Obtaining a low score
means that the annotator exchanges toxic comments
mentioning the identity for non-toxic ones that do not
(always according to the ground truth of the dataset).
Since our goal is to analyze the annotators w.r.t. the
metrics above, we decided to average them by defining
the Average Bias AUC that aggregates the individual
Bias AUCs scores.

Definition 2 (Average Bias AUC) We define the Aver-
age Bias AUC as

Avg Bias AUCs =
Subs + BPSNs + BNSPs

3

The intuition is that, given a certain sensitive identity
s, we will have a high Avg Bias AUC if the rater is not
biased w.r.t. a certain background or subgroup; we will
have a low value on the other hand.

3.2. Methodology
This section illustrates the process followed to perform
the raters’ bias assessment. We applied this methodol-
ogy for the Jigsaw dataset but it can be easily replicated
on other datasets having disaggregated annotations.
To assess biases, we followed the definitions reported
in Section 3.1, computing the three metrics, i.e., Sub-
group AUC, BPSN and BNSP. We recall that each mea-
sure is computed on different data subsets and for each
identity subgroup present in the comments annotated
by each rater. Regarding the identities detected in the
comments, we adopt the ground truth of the aggregated
training dataset because the focus of this analysis is on
variation in toxicity judgment. Further investigations
on disagreement concerning individual identity anno-
tations will be conducted as future work. As ground
truth for the toxicity, we binarize the target score from
the aggregated training set. Concerning the predictions,
we deploy the individual toxicity judgment of each an-
notator, as explained in the previous Section 2. After
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Figure 1: Left: Avg Bias AUC for each cluster centroid (between brackets, the population percentage).
Right: t-SNE visualization of clusters in two dimensions.

that, we aggregate the three metrics according to Def-
inition 2, resulting in a score for each rater for each
sensitive identity.
To identify recurrent and recognizable groups of raters
achieving similar identity scores, we then apply the
KMeans clustering algorithm (Macqueen, 1967). We
choose the k value for the number of clusters by eval-
uating the SSE score curve observed varying k. We
adopt KMeans since we conduct a preliminary analy-
sis, but more advanced clustering techniques could be
used as alternatives. Finally, to visualize the clusters,
we adopt the t-distributed Stochastic Neighbor Embed-
ding (t-SNE) visualization (Van der Maaten and Hin-
ton, 2008).

4. Preliminary Results and Discussion
This section reports the results of the preliminary anal-
ysis conducted.9 As a first step, we focus on evaluating
only raters who annotated at least 10 comments, aim-
ing at finding as many identities in the texts as feasible.
Thus, starting from the dataset containing 15, 855, 266
annotations generated by 8, 899 raters, we filter for
15, 847, 581 annotations for a total of 8, 034 raters.
Following the stages defined in the previous section,
we calculate the metrics for all the 24 identities avail-
able. We then remove the values other gender, other
sexual orientation, other religion, other race or ethnic-
ity, other disability. Finally, we only keep the identi-
ties for which the missing values are lower than 30%,
resulting in 17 residual identities. For the remaining
identities, we fill the missing values with the average
values of each identity.10 We then apply the KMeans
algorithm (Macqueen, 1967) on the data frame result-
ing from the process, i.e., having as columns the sen-
sitive identities and as rows the annotators. The value
of each cell is derived from the aggregated metrics as

9https://github.com/MartaMarchiori/Bias-Discovery-In-
Human-Raters.

10We also tried replacing the missing values with the max-
imum and minimum values, and the results did not change.
Thus, the replacement of the missing values is not affected
by choice of this aggregation function.

given in Definition 2. We identify 6 clusters, i.e., 6 dif-
ferent trends in annotators’ rating behaviour. We test
k in a range from 2 to 100, finding that for k = 6 the
SSE does not decrease significantly. We report in Fig-
ure 1 the Avg Bias AUC for each of the cluster cen-
troids, along side the percentage of the population size
of each group. A cluster centroid is the most repre-
sentative point of a group. Technically, it is calculated
by averaging the identities of the Avg Bias AUC scores
within that cluster. If an identity obtains a low value for
this aggregated metric the cluster of annotators demon-
strate a biased behaviour.
Generally, we recognize the utility of clustering anno-
tators and display the metric calculated for subgroups.
In fact, this setting contributes to the identification
of critical disparities in accuracy that may be symp-
tomatic of bias, demonstrated by a propensity to as-
sign toxicity judgments in conjunction with particular
identities.Noting the percentage of clusters population
as a first aspect, we observe that the most populated
are in order clusters 1, 5, and 2 (respectively
of 0.48, 0.25 and 0.13 percent). The remaining clus-
ters have a population between 0.06 and 0.03 percent.
Cluster 5 proves to be the best for all identities
w.r.t. the Avg Bias AUC scores obtained. For hetero-
sexual, there is a disparity for the Avg Bias AUC met-
ric between 0.2 and 0.3 points compared to the other
clusters. Almost all clusters show an increasing trend
for the central identities in the chart. It is interesting
to focus on clusters 0, 3 and 4, whose perfor-
mance is good, tending to approach cluster 1, the
best after 5. Differently from the other clusters, 0, 3
and 4 register a significant drop for the mental disabil-
ity, female and buddhist identities, respectively. These
results highlight that groups of annotators register a di-
vergent rating behaviour for specific identities, demon-
strating a different sensibility w.r.t. the ground truth.
The line that shows poor agreement for all identities,
i.e., that deviates towards low levels on average, is with
reference to cluster 2. This cluster represents the
0.13 percent of the annotators, i.e., 1, 044 on a total of
8, 034.
In Figure 1, we report the t-SNE visualization (Van der
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Maaten and Hinton, 2008) in two dimensions. The plot
highlights similar aspects of the previous one. Clus-
ters achieving low scores for some identities are located
in the lower-left area of the visualisation and have a
rounded compact shape. In fact, clusters 0, 3
and 4, that differ a lot for some identities, create aggre-
gations that depart from the central mass. Cluster
5, characterised by the highest scores, is located at the
top and has an elongated shape, which implies a larger
variability within it. The most populated cluster, i.e.,
cluster 1, is relatively scattered.
More individual annotations and comments dealing
with sensitive topics would be needed for each rater
to allow for a more appropriate assessment. However,
we acknowledge the difficulty in real datasets to col-
lect and organize this kind of data balancing minori-
ties’ frequency. More precisely, the distributions re-
flect online discourse, both in terms of identity pres-
ence and their unequal division within abusive versus
non-abusive samples.

5. Conclusion and Future Work
In this paper we have proposed a preliminary approach
for bias discovery of human raters by exploring indi-
vidual ratings for specific sensitive topics annotated in
the texts. Our analysis’s object consisted of the Jigsaw
dataset, a collection of comments aiming at challeng-
ing online toxicity identification. We measured the bi-
ases of raters through the Bias AUCs metrics. By divid-
ing the annotators’ behaviour into clusters, we assessed
disparate treatments that occurred for particular sensi-
tive identities, such as specific religions or disabilities.
Therefore, the main inference drawn concerns the dif-
ferent levels of agreements registered by the clusters of
annotators w.r.t. the ground truth evaluated separately
for each diverse sensitive identity. Most trends show
close alignment and consistency, except for isolated en-
tities by a few clusters.
A first validation of our method would be to compare
the resulting annotators groups identified through our
clustering approach with other unsupervised strategies
for annotator community grouping and analysis, such
as the one presented by (Wich et al., 2020). An interest-
ing experimental extension would consists of applying
the proposed methodology to other datasets concern-
ing toxicity detection.11 It would require explicit sen-
sitive identities mentioned in the texts and the disag-
gregated versions of individual annotations. The vari-
ety of sensitive identities do not constitute a limitation.
In fact, the analysis could retrieve meaningful insights
even by comparing a few (one or more) identities, e.g.,
comments grouped for the target of the text, address-
ing for example females or males. Instead, different
thresholds regarding the number of comments needed

11Examples could be the dataset proposed by (Sap et al.,
2020), called Social Bias Inference Corpus or other collec-
tions published within the Perspectivist Data Manifesto.

for each sensitive identity and the least amount of an-
notations for each rater should be tested and evaluated
on a case-by-case basis, i.e., depending on the size of
datasets.
In addition, adopting the perspectivist’s view would
certainly be a good practice to ask data collectors
and organizers for disaggregated versions of other
similar sensitive tasks, encouraging a more responsible
documentation process. One dimension to be explored
further is to analyze the content of comments for
which the datasets have multiple conflicting anno-
tations. It would be helpful to detect a potential
correlation between a given topic and a strong rater’s
disagreement to qualify the content of the comments
that triggered the most controversy among annotators.
Furthermore, adopting metrics to identify biases that
don’t need ground truth could release the analysis from
the assumption of the robustness of a gold standard.
Finally, having obtained a measure of bias for each
rater, a critical experiment would be to construct an
alternative version of the dataset that aggregates the
annotations differently. Specifically, the annotation of
a rater with a high bias score would have less weight
for that specific sensitive identity than the judgment
of a rater with a lower bias. A comparison between a
classifier trained on the original and the weighted data
could be an indicative test, focusing the analysis on the
unintended bias of the models according to the metrics
introduced by (Borkan et al., 2019).
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Abstract
Annotating workplace bias in text is a noisy and subjective task. In encoding the inherently continuous nature of bias,
aggregated binary classifications do not suffice. Best-worst scaling (BWS) (Louviere and Woodworth, 1991) offers a
framework to obtain real-valued scores through a series of comparative evaluations, but it may be impractical to deploy to
traditional annotation pipelines within industry. We present analyses of a small-scale bias dataset, jointly annotated with
categorical annotations and BWS annotations and show that there is a strong correlation between observed agreement and
BWS score (Spearman’s r=0.72). We identify several shortcomings of BWS relative to traditional categorical annotation:
(1) When compared to categorical annotation, we estimate BWS takes approximately 4.5x longer to complete; (2) BWS
does not scale well to large annotation tasks with sparse target phenomena; (3) The high correlation between BWS and the
traditional task shows that the benefits of BWS can be recovered from a simple categorically annotated, non-aggregated dataset.

Keywords: categorical annotation, best-worst scaling, scalability

1. Introduction

Social bias, or the preference for one class of
people over another, is pervasive in our day-to-day in-
teractions with the world. Implicit bias in language
occurs when producers intentionally or unintentionally
reveal their beliefs about a person or a group of peo-
ple. The field of natural language processing has taken
significant strides to eliminate biases from text (Boluk-
basi et al., 2016; Garg et al., 2018; Zhao et al., 2017),
though it is clear that producers are the source of the
ultimate biases observable within corpora (Trix and
Psenka, 2003; Blair, 2002).

In the present work, we present a novel data
source from workplace interactions between employ-
ees in the same organization. The dataset contains in-
stances of “social recognition” in which an employee
(e.g., the author) praises a coworker (the recipient),
such as for obtaining a career milestone such as a pro-
motion, or for completing a difficult task successfully.
We focus specifically on workplace bias, which we de-
fine as any language that detracts from the general pos-
itivity of the praise, such as instances of discrimination
(e.g., “You’re a great engineer for a woman!”), the pro-
motion of unhealthy work-life balance (e.g., “Thanks
for working until nighttime.”), or self-centered praise.

However, because the bias is implicit, the linguis-
tic phenomena that reflect workplace bias show con-
siderable degrees of subjectivity. Along the intersub-
jectivity spectrum (Basile et al., 2021), annotating for
specific categories of workplace bias relies consider-
ably on the annotators’ existing conceptualization of
the classes. This makes the categorical labels effec-
tively “projective latent content”, lacking clear bound-
aries even with strong guidelines (Reidsma and op den
Akker, 2008). In the context of bias identification, ap-
proaching the annotation process with a sense of dis-

trust or hyperfocus on the raters’ abilities to “correctly”
annotate can quickly lead to erasure of diverse and
valuable opinions in how bias is received (Basile et
al., 2021). Indeed, it is partly due to this distrust that
analyses of annotated data often aggregate across many
raters, reducing the contribution of any single individ-
ual’s biases.

In an effort to encode some of the nuance as-
sociated with highly subjective social phenomena, re-
searchers have used Best-Worst Scaling (BWS) (Lou-
viere and Woodworth, 1991) as one popular approach.
(Mohammad, 2017; Pei and Jurgens, 2020). Kir-
itchenko and Mohammad (2017) verified the efficacy
of BWS by obtaining judgments of positivity and neg-
ativity for 3,207 terms using both a 9-point rating scale
and the BWS framework. They showed that using
BWS produced more reliable annotations than rating
scales (Kiritchenko and Mohammad, 2017).

We explore the potential viability of the BWS an-
notation procedure, which has been proposed in con-
trast to categorical data labeling in domains such as
word affect intensity (Mohammad, 2017), intimacy
(Pei and Jurgens, 2020), hate speech (Poletto et al.,
2019), and sentiment (Kiritchenko and Mohammad,
2017), which are similar to our workplace bias dataset.
However, the nuance of workplace bias makes it a dis-
tinct annotation problem, posing its own unique set of
difficulties when implementing BWS at scale.

2. Methodology

As we aim to evaluate the viability of the BWS
annotation procedure compared to traditional categori-
cal labeling, we compile a jointly annotated dataset in
both styles and analyze the results.
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2.1. Dataset
For our study, we compile 50 social recognition

messages between co-workers at various companies.
Social recognition, or peer-to-peer recognition, is the
act of employees empowering and acknowledging one
another for great work. The messages are shared on the
Workhuman online platform, where employees from a
company write these peer-to-peer messages. For exam-
ple, the following recognition is found in our dataset: I
want to appreciate you for working together and col-
laborating as a team in difficult times.

Four trained linguists annotators rated 50 social
recognition messages at the sentence level, where each
message had on average 4.5 sentences (sd = 1.3). In
total, the 50 messages yielded 227 categorically anno-
tated sentences, with an average of 18.4 tokens (sd =
12). Of these, 107 sentences received a positive bias
annotation, indicating the presence of some workplace
bias category by at least one annotator, and thus went
on to be annotated in the style of Best-Worst Scaling
(BWS). Only these 107 jointly annotated sentences are
included in the dataset. To our knowledge, this is the
first analysis directly comparing BWS to parallel non-
aggregated categorical labels. Before we introduce the
BWS annotation procedure, we discuss the categorical
annotation procedure.

2.2. Categorical Annotation
In our taxonomy, we define six categories for

classifying instances of workplace bias. It is similar in
nature to the typology of microaggressions described
by Breitfeller et al. (2019). However, our implicit bias
annotation task centers on nuanced language specific
to the workplace. For legal reasons, we anonymize the
bias categories in the present study to be of the form
“Category {id}”, in addition to “None” (the absence of
any gold standard workplace bias category).

For each of the 227 sentences, annotators may
identify multiple categories applying to a single sen-
tence. The resulting average Fleiss’ κ statistic across
all categories is 0.32. This value represents low agree-
ment in categorical annotation, but must be framed in
the context of other difficult implicit bias annotation
tasks, reporting κ values as low as 0.43 (Breitfeller et
al., 2019)

For each datapoint, we find a single “gold stan-
dard” category by aggregating judgements and taking
the most common category, where more than one an-
notator (at least 50% of the annotators) selected that
category.

2.3. Best-Worst Annotation
Best-worst Scaling (BWS) is a method of anno-

tation in which a series of comparative judgements are
aggregated in order to produce real-valued scores cor-
responding to some criteria (Louviere and Woodworth,
1991). Rather than performing binary comparisons be-
tween all pairs of items in a dataset (N2 complexity),

the items are grouped into “tuples” of four datapoints,
leveraging the transitivity property to maximize the in-
formation gained for each evaluation item. In our con-
text, the criterion in question is “bias potency”: how
strong is the bias present in a given text? Being a
subjective task capturing projective latent content, this
annotation paradigm is intentionally ambiguous and
category-agnostic, resulting in a lower cognitive over-
head. However, our working definition of potency is a
measure of the negative impact a text will have on both
workplace culture and the individual recipient.

The final BWS scores are obtained using Counts
Analysis (Orme, 2009). For each item a, the score is
calculated as follows:

bws score(a) = %best(a)−%worst(a) (1)

The final bws score ranges from−1 (least potent
workplace bias) to 1 (most potent workplace bias). An
example of a BWS annotation item is shown in Figure
1.

We cannot apply traditional inter-annotator
agreement algorithms like Alpha and Kappa to the set
of BWS annotations, since all forms of disagreement
will be penalized. However, disagreement that comes
from two items having similar ratings is a useful sig-
nal in BWS, since these two items will ultimately be
pushed towards having more similar real-valued scores
(Mohammad, 2017). Instead, we calculate the split-
half reliability correlation to ensure that the levels of
disagreement are replicable across many random splits
of annotations. Across 100 random splits, these tests
yield a Spearman’s r of 0.84, demonstrating high relia-
bility in the annotations.

Figure 1: Example BWS item.

3. Analysis
Observed Agreement as Substitute for BWS

When calculating inter-annotator agreement on
a traditional, categorically annotated dataset, a simple
non-chance corrected metric used is observed agree-
ment. Observed agreement is traditionally defined sim-
ply by the proportion of cases in which two raters
agree. In our context, we slightly adapt this definition
to reflect the direction of agreement, such that observed
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Category N Coefficient σ
None 47 -0.55 0.29
Category 1 11 0.25 0.36
Category 2 19 0.33 0.32
Category 3 11 0.12 0.40
Category 4 13 0.03 0.36
Category 5 1 0.13 0.0
Category 6 4 0.06 0.38

Table 1: Point biserial coefficients between category
and BWS score, alongside standard deviations of BWS
scores. In bold are notable examples where N > 10,
and σ − |coefficient| > 0.3

agreement is (number of annotators who identified any
bias category in an item) / (total number of annotators
for an item). The resulting values fall within the range
of [0, 1], where 1 implies that all annotators agreed that
some form of bias is present, and 0 implies that all an-
notators agreed that no bias is present.

Spearman’s r between the observed agreement
and the BWS scores is 0.72, demonstrating a strong
positive correlation. Figure 2 plots a regression
model fit between observed agreement scores and BWS
scores.

Predicting Bias Potency
In examining the taxonomy of bias annotated for

in the categorical annotations, it might seem fair to as-
sume that certain categories inherently carry more bias
potency than others. However, although the bias cate-
gories are indeed annotated as having higher degrees of
bias than the “None” (no gold standard) category, there
are no notable differences in the bias potency of differ-
ent categories, which we show in Figure 3. Table 1 cal-
culates the point biserial correlations and standard de-
viations with respect to each aggregated category, and
“None”. From the inferred confidence intervals in this
table, it is clear that estimating bias potency through
category alone is insufficient.

In order to examine the extent to which men-
tal conceptions of implicit bias impact agreement on

Figure 2: Regression plot between observed agreement
and mean BWS scores. Note: Agreement scores of 0
were not used in the BWS annotation.

Figure 3: “Gold Standard” bias categories, plotted
against BWS score. The hues correspond to specific
bias categories.

Figure 4: Agreement percentages for the BWS and cat-
egorical tasks between pairs of annotators A, B, C, and
D.

the BWS and categorical task, we plot the observed
agreement between pairs of annotators in Figure 4.
For categorical annotations, agreement is the propor-
tion of cases where the two raters’ categorical judge-
ments align. For BWS scaling, this is the proportion of
best/worst judgements in which two annotators agree.

Annotating Sparse Phenomena with BWS
As seen in Figure 2, there are no observed agree-

ment values equal to 0. This is a result of the data
preprocessing we performed prior to BWS annotation;
any sentence receiving less than two categorical anno-
tations indicating the presence of some form of bias
was discarded. This pre-processing is motivated by
both practical annotation constraints and confounding
linguistic considerations.
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An internal dataset of 4,224 sentences from
Workhuman social recognition data shows that only
452 ( 12%) of the sentences shows instances of per-
ceived bias, according to our taxonomy. When con-
fronted with a tuple of all-unbiased sentences, the ran-
dom disagreement amongst annotators will likely pro-
duce relatively similar scores. However, annotating in
the style of BWS when 88% of the data contain none
of the target phenomena is costly and creates a massive
overhead.

Surveying other applications of BWS in annotat-
ing social aspects of language shows that others do not
employ similar pre-processing prior to BWS annota-
tion. For example, Pei and Jurgens (2020) use BWS to
annotate Reddit questions on intimacy levels, defined
as the perceived independence, warmth, and willing-
ness to share personally (Perlman and Fehr, 1987). For
a social phenomenon as ubiquitous as intimacy, this
lack of preprocessing might work well. However, for
the annotation of a sparse phenomenon like bias, many
datapoints will completely lack the trait in question
(bias). Indiscriminate annotation of all datapoints in the
BWS style may lead to unwanted priming, resulting in
more positive annotations due solely to the rating envi-
ronment or noisy linguistic cues in the prompt (Schus-
ter et al., 2019). As shown in Figure 5, we observe
a discrepancy between the percentage of data points
that received the lowest score even with our prepro-
cessing filtration, with 11.32% in the BWS task, and
33.02% in the categorical task. As a result, we see
that BWS slightly skews judgements towards the bi-
ased side, similar to the conclusions made in Poletto et
al. (2019).

Figure 5: Label distribution for BWS and categorical
annotation tasks.

Scaling to New Data
To annotate in the BWS style, a complete and fi-

nal set of the data is required. If dataset A is annotated
for bias potency in a BWS style, it may be realistic that
dataset B becomes available at a later date. Since Fig-
ure 3 shows the difficulty in predicting distribution bias
potency, there is no clear way to ensure the datasets are
drawn from the same distribution of bias potency. As a
result, a new annotation job must be created, based on
a composite dataset of A + B.

This example highlights a major downside to de-
ploying BWS at scale in an industry setting: the final
scores are only interpretable in context of a reference
dataset. However, the observed agreement of each data
point is interpretable in isolation and shows a high cor-
relation with the BWS scores.

Annotation Times
Additionally, annotation time must be considered

when choosing a large-scale annotation pipeline. In the
categorical annotation task, the annotators spent an av-
erage of 25 seconds per sentence. Annotating in the
BWS style, annotators report spending an average of
60 seconds per tuple. These discrepancies in annota-
tion times are highlighted when we consider the rel-
ative sizes of the datasets for annotation. In order to
construct well-formed tuples which produce meaning-
ful scores, the number of tuples is commonly made
to be (at minimum) 1.5 times the size of the original
dataset, though we note that Kiritchenko and Moham-
mad (2017) show that the reliability of BWS annota-
tions is similar across 1N, 1.5N, and 2N tuples. As a re-
sult, the average annotator spent∼ 45 minutes annotat-
ing 107 sentences in a categorical paradigm and ∼ 3.5
hours annotating 107 sentences in a BWS paradigm.
While the overhead of training annotators to annotate
in the categorical style must be considered, this sub-
stantial difference in annotation times makes categori-
cal annotations better suited for scaling an annotation
pipeline.

4. Conclusion and Future Work
In this work, we analyzed the relationship

between non-aggregated categorical annotations and
BWS annotations. Analyses of a novel dataset of
workplace bias showed a strong correlation between
observed agreement and the BWS score. Given the
often-unmentioned pitfalls of annotation time and com-
plications annotating on sparse social phenomena,
we propose leveraging categorical annotations as a
more realistic alternative for perspectivist modeling ap-
proaches. Additionally, we demonstrate the value of
non-aggregated datasets.

We hope to see more datasets jointly annotated
in this manner so that our results might be validated on
a larger scale. In future work, we hope to leverage the
observed agreement scores from non-aggregated cate-
gorical bias annotations to inform a form of soft loss
learning Basile et al. (2021).
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Abstract
A unified gold standard commonly exploited in natural language processing (NLP) tasks requires high inter-annotator
agreement. However, there are many subjective problems that should respect users’ individual points of view. Therefore, in
this paper, we evaluate three different personalized methods for the task of hate speech detection. Our user-centered techniques
are compared to the generalizing baseline approach. We conduct our experiments on three datasets including single-task and
multi-task hate speech detection. For validation purposes, we introduce a new data split strategy, which prevents data leakage
between training and testing. To better understand the behavior of the model for individual users, we carried out personalized
ablation studies. Our experiments revealed that all models leveraging user preferences in any case provide significantly better
results than most frequently used generalized approaches. This supports our general observation that personalized models
should always be considered in all subjective NLP tasks, including hate speech detection.

Keywords: NLP, subjective NLP tasks, hate speech, offensive content, human bias, human representation

1. Introduction
At first glance, disagreement and nonregular anno-

tations can be seen as noise that drags the performance
of NLP task detection models down. As we know,
the ability to think and perceive the environment dif-
ferently is natural to humans as such. Therefore, it is
crucial to include this observation while building pre-
dictive models in order to reflect the setup close to real-
ity. As simple as this may seem, it is important to keep
in mind that the key ideas behind NLP phenomenon de-
tection, such as gold standard, agreement coefficients,
or the evaluation itself need to be thoroughly analyzed
and reconsidered especially for subjective NLP tasks
like hate speech detection, prediction of emotional elic-
itation, sense of humor, sarcasm detection, or even sen-
timent analysis. Such NLP tasks come with each com-
plexity of their own, especially within the aspect of
subjectivity, therefore making them difficult to solve
compared to non-subjective tasks.

The changes that need to be implemented do not
only consist of acquiring of suitable annotated data, but
also of the problem definition itself. The vast major-
ity of methods related to hate speech detection focus
on one generalized interpretation of the texts, usually
called ground truth or gold standard (Basile, 2020a),
that is, an assignment of a single right value to the
textual content being labeled. This process could be
supported by defining specific guidelines or by adding
active learning methods (Huang et al., 2017) in order
to adequately address the disagreement of annotations.
We, however, follow another personalized direction, in
which model prediction is individualized for every user.

Our contribution is, inter alia, comprehensive ex-

perimental studies on hate speech for three datasets
(suitable for both multi-task and single-task) and vari-
ous personalized architectures (section 3). This data di-
versity helps us to accurately grasp the accuracy in the
subjective setup, regardless of the characteristics of the
datasets themselves. We have also decided to compare
the fine-tuned and non-fine-tuned models in order to
uncover possible errors in the assessment of the scores.
Another valuable comparison was performed between
collaborative filtering and the transformer-based archi-
tecture. Data extraction methods were evaluated side
by side with information extraction methods based on
data related to attention. As the key personalization
ideas needed a new definition, we have managed to
formulate a new data split and validation strategy, see
Fig. 3. Such enhancements in the fundamental pro-
cesses and concepts of deep neural solutions to NLP
tasks turned out to be more accurate in terms of cap-
turing the subjectivity of a single user, performing a
legitimate personalization of user opinions in terms of
their sensitivity to hate speech, both as a receiver and
as an addressee (Fig. 1). Compared to the generalized
approach, we have achieved results that greatly exceed
the more common process of gratifying the majority,
as seen in Section 6. To magnify and secure the scores
achieved, we performed an ablation study, as well as
a detailed analysis of the lower performance values in
our models.

2. Related work
The number of tasks included in the natural lan-

guage processing research areas is constantly grow-
ing. This phenomenon has potential that will even-
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Figure 1: Personalization as an interesting alternative
to majority voting.

tually help with the tasks where consumers’ opinions
will be prioritized. The use of a perspectivist approach
performs well in many NLP detection tasks, such as
hate speech (Rajadesingan et al., 2015; Zhang et al.,
2016; Amir et al., 2016; Gong et al., 2017; Chetty
and Alathur, 2018; Fortuna and Nunes, 2018; Gultchin
et al., 2019; Kamal and Abulaish, 2019; Kocoń et
al., 2021; Mondal and Sharma, 2021). To accurately
grasp the idea behind uncovering the universal emo-
tional characterization of the data annotated by users,
we first need to define what that gold standard truly
is in our case. The authors of the work (Aroyo and
Welty, 2015) claim that the truth is completely relative
and is more closely related to agreement and consen-
sus. In Seven Myths, the myth of One Truth is de-
bunked through various examples, indicating that the
correct interpretation of the sentence is a matter of
opinion, and therefore there is no one true interpreta-
tion. This statement is a high-level look at the domain
of NLP. However, there are other approaches. As such,
the most common is represented through the general-
ized approach. This method suggests that the major-
ity is the gold standard and the authors of the work
(Liu et al., 2019) imply that specific label aggrega-
tion methods can help provide reliable representative
semantics at the population level. In the domain of de-
tecting and labeling hate speech, recent work (Akhtar
et al., 2020) presents an approach that creates differ-
ent gold standards, one per chosen group. Experiments
indicate that supervised models that include different
perspectives on a certain topic outperform a baseline
model that was trained on fully aggregated data. Sim-
ilar results exposing these phenomena were presented
in (Weerasooriya et al., 2020), which included the size
of each group. The authors processed the annotation
collection for each data item as a sample of the opin-
ions of a population of human annotators. Among each
group of individuals, disagreement was a natural and
expected occurrence. Therefore, a standard training
set may contain a large number of very small sam-
ples, one for each data item, none of which, by itself,

is large enough to be considered representative of the
beliefs of the underlying population about each topic.
Another crucial aspect in the phenomena detection in
texts, is the agreement coefficients. Some of them were
shown in the work (Artstein and Poesio, 2008) in which
the authors exposed the underlying assumptions of the
agreement coefficients, covering Krippendorff’s alpha,
Scott’s pi, and Cohen’s kappa. They discussed the use
of coefficients in various annotation tasks and argued
that weighted alpha-like coefficients, traditionally less
used than kappa-like measures in computational lin-
guistics, may be more appropriate for many corpus an-
notation tasks. However, a certain problem with Co-
hen’s Kappa has been found, as described in (Powers,
2012). Deploying a system in a context which has the
opposite skew from its validation set can be expected
to approximately negate Fleiss’s Kappa and halve Co-
hen’s Kappa, but leave Powers Kappa unchanged. For
most performance evaluation purposes, the latter is,
therefore, most appropriate. Some annotators choose
bad labels to maximize their pay. To avoid manual
identification, a response model item named MACE
(Multi-Annotator Competence Estimation) was intro-
duced in (Hovy et al., 2013). It learns in an unsu-
pervised fashion to identify which annotators are trust-
worthy and predict the correct underlying labels. The
process of matching the performance of more complex
state-of-the-art systems performs well even under ad-
versarial conditions. On the other hand, a low level
of agreement between annotators can have a positive
effect on the performance of the models (Leonardelli
et al., 2021). (Plank et al., 2014) present an empiri-
cal analysis of part-of-speech annotated data sets that
suggests that disagreements are systematic across do-
mains and, to some extent, also across languages. A
quantitative analysis of tag confusions reveals that most
disagreements are due to linguistically debatable cases
rather than annotation errors. And the final key el-
ement is the evaluation itself. Although not largely
analyzed, it may expose some of the less obvious is-
sues. The work (Basile, 2020b) suggests that majority-
driven gold standards can be undone in time, and the
coming progress in NLP is headed towards an inclu-
sive approach that may preserve the personal opinions
and perspectives of annotators. The same author ap-
peared in the work (Basile et al., 2021) and expressed
disagreement with practices such as minimizing dis-
agreement or creating cleaner datasets. That simpli-
fication is said to result in oversimplified models for
end-to-end tasks. Therefore, there exists a need for im-
provement evaluation practices in order to better grasp
such a disagreement.

3. Datasets
The data we used were collected from three

datasets: Measuring Hate Speech, Wikipedia Detox
Aggression, and Unhealthy Conversations. All datasets
contain texts that are related to offensive speech, yet
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differ significantly from each other to a degree that ac-
curately displays the universal nature of the evaluated
methods; see Tab. 1 for a detailed data profile.

3.1. Measuring Hate Speech (MHS) dataset
The Measuring Hate Speech dataset (Kennedy et

al., 2020) consists of 39,565 comments acquired from
YouTube, Twitter, and Reddit. These comments are
annotated by 7,912 Amazon Mechanical Turk work-
ers from the United States. The annotators focused on
measuring the intensity of various types of offensive-
ness. It means that a given user annotated a text with
the level of each of ten types: (1) disrespect, (2) insult,
(3) humiliation, (4) sentiment, (5) attacking or defend-
ing nature of the post, (6) dehumanization, (7) inferior-
ity of the status, (8) hate speech, (9) violence, and (10)
genocide. Each type was treated by us as another NLP
task – a distinct output of the model. The correlations
between the annotations for the different types (tasks)
are shown in Fig. 2.
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Figure 2: Correlation between real values of the hate
speech types (tasks) for the same text in the MHS
dataset

3.2. Wikipedia Detox: Aggression
The data available in Wikipedia Detox: Aggression

dataset was accumulated during the Wikipedia Detox
project 1 that took place between 2001 and 2015. It
consists of 116k texts from the Wikipedia forum that
were labeled by more than 4k annotators. Each human
annotator marked the level of aggression from -3 to 3,
where the value -3 defines a highly aggressive text and
3 implies a complete lack of aggression in the labeled
text. We have simplified the values to range from -1
to 1, where negative or zero values correspond to the

1https://meta.wikimedia.org/wiki/
Research:Detox/Data_Release

highly aggressive label, whereas the values greater than
0 to the non-aggressive one.

3.3. Unhealthy Conversations
The Unhealthy Conversations dataset (Price et al.,

2020) was made publicly available in October 2020. It
contains 44k unique comments of 250 characters or less
from Globe and Mail opinion articles sampled from
the Simon Fraser University Opinion and Comments
Corpus dataset (Kolhatkar et al., 2020). Each com-
ment was coded by at least three annotators with at
least one of the following class labels: antagonize, con-
descending, dismissive, generalization, generalization
unfair, healthy, hostile, and sarcastic. The comments
were presented in isolation to the annotators, without
the surrounding context of the news article and other
comments, thus possibly reducing bias.

4. Methods
To investigate the impact of subjectivity on the

modeled tasks, we compare four different neural-based
models: one non-personalized (TXT-Baseline) and
three personalized (HuBi-Formula, HuBi-Medium and
UserId). All the described models are neural networks
trained using a backpropagation algorithm.

• TXT-Baseline (Kocoń et al., 2021) – the baseline
model that uses only the language model vector
representation for the prediction. This model is
used in most NLP tasks, where it is assumed that
there is only one ground truth for each text and
the prediction is not dependent on the person. The
model consists of one linear layer that projects the
text vector representation into the desired predic-
tion dimension.

• HuBi-Formula (Kocoń et al., 2021) – the sim-
plest personalization model which uses additional
statistical features of a person to improve the qual-
ity of model predictions. The features of the per-
son are their Z-scores of annotations for each class
calculated from the training dataset. The person’s
Z-score can be interpreted as their standarized de-
viation from mean labels of texts that he anno-
tated, which allows the model to learn that the
person is more or less likely to annotate given la-
bel. The architecture of the model is similar to
TXT-Baseline, with the difference that Z-scores
are concatenated to textual vector representations
before the projecting linear layer.

• HuBi-Medium (Kocoń et al., 2021) – inspired by
collaborative filtering methods, this model learns
a personal latent vector which captures personal
beliefs about the modeled task. As in the neural
collaborative filtering model (He et al., 2017), the
personal latent vector is multiplied element-wise
with the textual vector, and the resulting vector is
further fed to linear layers. Vectors are initialized
randomly and learned through backpropagation.
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Measuring Hate Speech Wiki Detox Aggression Unhealthy Conversations
Textual content profile comments comments & discussions comments & discussions

Tasks

disrespect, insult, humiliate, aggression antagonize, condescending,
sentiment, attack-defend, dismissive, generalization,

dehumanize, status, hatespeech, unfair generalization, healthy,
violence, genocide hostile, sarcastic

Labels / values {0, . . . , 4} {0, 1} {0, 1}
Output / ML task 10*regression binary classification 8*binary classification
Number of texts 39,565 115,864 44,355
Number of annotations 135,556 1,365,217 244,468 (227,975 valid)
Number of annotators 7,912 4,053 558
Avg. annotations per text 3.43 11.78 4.66
Avg. annotations per annotator 17.13 336.84 387.71
Language English English English

Table 1: Dataset profiles.

• UserId (Kocoń et al., 2021) – this model encodes
the information about a person by appending a
user ID token to the beginning of the annotated
text. The text with the user ID is then encoded
with the transformer model into a vector represen-
tation. As an extension of the original model, to
prevent the tokenizer from splitting the user ID to-
kens, we manually add them to models’ special
tokens set. In this model, the transformer weights
are trained with the whole model to learn the de-
pendencies between the user and the text.

5. Experimental Setup
To provide a comparison between the generalized

approach and personalized methods, we choose the
TXT-Baseline architecture as our baseline. It provides
the same unified prediction for a given text. It does
not take into account the existence of individual users
at all. However, to enable comparability of the results,
we trained the baseline model in the same setup as the
personalized architectures, i.e. treating each annotation
concerning a given text and made by a specific user as
a separate training sample.

To counteract the possible imbalance between text
relevance, we applied the text-based data split and the
10-fold cross-validation shown in Fig. 3.

Due to the various text lengths in each dataset de-
scribed in Sec. 3 we limited each text to 128 tokens.
The WikiDetox Aggression dataset required additional
preprocessing, including the removal of the new-line
sign from each text. On the other hand, we used multi-
objective regression for the MHS dataset and scaled the
sample labels to the range [0, 1].

To obtain the vector representations of the texts in
each dataset, we leveraged the XLM-RoBERTa (XLM-
R) (Conneau et al., 2020) model and its tokenizer. We
used the implementation provided by the HuggingFace
library (Wolf et al., 2020).

For the TXT-Baseline, HuBi-Formula, and HuBi-
Medium models, our experimental setup consists of
two phases: generating embeddings and training clas-
sifiers. The first phase involves splitting the texts of the
training samples into tokens and then generating their

embeddings via the language model. On the contrary,
we could include the language model in the training
process. This would improve the performance of each
model, but also significantly increase the learning time,
because of the performing the forward and the back-
ward propagation through the layers of the language
model, which in our case consists of a very large num-
ber of parameters. This setup would be too expensive,
taking into account multiple model architectures and
the 10-fold cross-validation. The main objective of our
work is to show the impact of personalization on the
performance of reasoning methods. Another advantage
of this approach is a more robust comparison of differ-
ent model architectures, highlighting the best extrac-
tion of user knowledge.

To obtain a vector representation of the text, we av-
eraged the embeddings of all tokens. Our technique
differs from the standard approach of focusing on a
CLS token that contains a representation of the entire
text. During the initial experiments, we found that em-
bedding of the entire text based on the averaged vector
representation of the tokens yields better results than
the standard technique using the CLS token embed-
ding.

In the case of the UserId model, each text is tok-
enized and encoded with the transformer in each epoch
during the training procedure. This approach results in
significantly increased training time. However, it en-
ables fine-tuning of the transformer weights in order to
achieve a better quality of the predictions.

In the training process, we used Adam optimizer
(Kingma and Ba, 2015) and set the cross-entropy
(Zhang and Sabuncu, 2018) as our loss function. The
hyperparameter values including the learning rate, the
number of epochs, and the size of the training batch
were optimized separately for each dataset. HuBi-
Medium model contains additional hyperparameters re-
lated to user representation. The size of the user em-
bedding is set to 50. We initialized the weights of the
embedding layer with the values we acquired from the
uniform distribution within the range (−0.01, 0.01).

In the case of classification tasks performed on the
WikiDetox Aggression dataset, we measured the macro
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f1-score (F1). For the regression tasks performed on
the MHS dataset, we used the R2 measure. To measure
the significance of the difference between different ex-
periment configurations, we performed statistical tests.
After ensuring that the test assumptions are met, we
applied the independent samples t-test with the Bon-
ferroni correction. If the assumptions could not be ful-
filled, we used the Mann-Whitney U test.
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Figure 3: Data split strategy used for each dataset us-
ing the example of the WikiDetox Aggression dataset.
White blocks are texts, which are not annoated by a
specific user.

6. Results
Experiments were carried out for each set presented

in Tab. 1. For the Measuring Hate Speech dataset, the
results of the model that predict the exact value of each
dimension are presented in Tab. 2. For 9 out of 10 di-
mensions, we see a strong predominance for the UserId
model. Thus, it also occurred in the average score for
the entire model, 48.67% vs 40.95% (the second-best
model, HuBi-Medium). HuBi-Formula and HuBu-
Medium models compared to the TXT-Baseline per-
form significantly better in 5 out of 10 dimensions.
They were also superior to UserId on the dehuman-
ize dimension. When comparing the score of TXT-
Baseline (generalized approach) and HuBi-Medium
(personalized approach), we see an analogous jump
in the average score as between HuBi-Medium and
UserId. The average scores for these two models are
35.45% (TXT-Baseline) and 40.95% (HuBi-Medium),
respectively. HuBi-Formula (37.90%) compared to
TXT-Baseline (35.45%) also performs slightly better.
The most problematic dimension for all models was
the status dimension. The results for each architecture
were at least one third worse than for the other dimen-
sions.

For the second dataset, WikiDetox: Aggresion, the
results are shown in Tab. 3. In this case, we are look-

ing at a classification task. The UserId model proved
to be the best for the positive class and the macro
scale. For the cases where we had no aggression, all
4 models achieved similar results. For a simple bi-
nary determination of the content of an utterance type
in a text, the differences between the models were no
longer as apparent as for the first dataset. The most
visible and significant differences for the positive class
are around the same values. These are 52.72% (TXT-
Baseline), 60.54% (HuBi-Formula), 65.46% (HuBi-
Medium), and 69.99% (UserId), respectively. The
macro difference between the generalized approach
(TXT-Baseline, 72.60%) and the best personalized ap-
proach (UserId, 81.91%) is 9.31%. However, between
the second best personalized model (HuBi-Medium,
79.49%) and the best personalized model (UserId, with
a score of 81.91%), the difference, although significant,
is already marginal with respect to the computational
complexity of the model and is 2.42%.

The bivariate histogram showing the difference be-
tween the regression results obtained for the HuBi-
Medium and the TXT-Baseline models is presented in
Fig. 4. The points in the upper left half of the diagram
(above the red line) are users for whom the personal-
ized HuBi-Medium architecture achieved better results
than the generalized baseline. However, the points lo-
cated in the lower right half of the histogram (under the
red line) are the users whose annotations were better
predicted by the TXT-Baseline model. It can be seen
that the personalized model (HuBi-Medium) achieves
the best results in all tasks. The use of personalization
improved the performance of the model in the tasks:
humiliate, dehumanize, violence, and genocide.

For the last dataset, Unhealthy Conversations, the
results are presented in Tab. 4. As a consequence of the
unbalanced dataset (almost 80% are cases of healthy
statements), this is the most difficult dataset presented
from a prediction quality perspective. In this case,
the model based on the fine-tuned transformer showed
tremendous gains. The differences between the other
architectures here were as much as tens of percent (e.g.
74.25% vs 46.10% for the antagonize dimension in
the case of TXT-Baseline). The HuBi-Formula model
showed almost no gains relative to the TXT-Baseline
model. For the HuBi-Medium architecture for 2 of the
8 classes, we had statistically significant improvements
over TXT-Baseline. These were 49.65% vs 46.10% for
the antagonize dimension and 52.85% vs 44.11% for
the healthy dimension.

7. Discussion
The architectures evaluated during the experiments

are characterized not only by different structures, but
also at the level of information extraction. The HuBi-
Formula model focuses on single-valued human bias
(HB). It measures how much a user distinguishes them-
selves from other users based on their decisions. It can
be calculated before the training procedure. The HuBi-
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respect insult humiliate sentiment attack-defend dehumanize status hatespeech violence genocide mean
TXT-Baseline 48.03±7.01 43.53±6.96 38.74±6.38 50.17±6.00 34.67±6.19 27.18±5.97 22.79±6.95 32.74±5.81 30.23±6.78 17.98±8.93 34.54±4.39
HuBi-Formula 47.38±6.44 43.20±5.95 41.69±5.44 49.23±5.88 35.19±4.82 38.77±3.51 26.58±4.87 35.48±4.32 36.91±6.62 25.19±10.84 37.90±2.85
HuBi-Medium 48.53±6.07 44.45±5.77 43.52±4.83 49.80±6.30 36.66±4.58 42.29±4.11 29.73±6.01 39.10±4.48 42.57±9.51 33.42±14.36 40.95±3.48
UserId 60.73±5.24 55.44±5.44 48.86±5.52 62.76±5.05 48.00±4.56 37.27±5.36 34.21±5.10 46.78±6.22 48.80±11.53 43.81±15.39 48.67±8.70

Table 2: R2 measure values for the Measuring Hate Speech dataset. The values in bold are significantly better
than the values of other classifiers (rows). Underlined values are significantly better than in other tasks (columns).

Figure 4: Bivariate histogram of the results R2 obtained by the HuBi-Medium and TXT-Baseline models for
individual users for each of the tasks in the Measuring Hate Speech Dataset. The area was narrowed down to [-1,
1] because at least 95% of users obtained this result on each task.

F1 negative F1 positive Macro F1
TXT-Baseline 92.21 ± 0.36 52.72 ± 1.64 72.60 ± 0.94
HuBi-Formula 92.91 ± 0.34 60.54 ± 1.05 76.82 ± 0.56
HuBi-Medium 93.38 ± 0.31 65.46 ± 0.96 79.49 ± 0.39
UserId 93.83 ± 0.16 69.99 ± 0.94 81.91 ± 0.43

Table 3: Classification results for WikiDetox: Aggres-
sion dataset. Values in bold are significantly better than
other classifiers (rows). Underlined values are signifi-
cantly better than the performance of the given model
in other tasks (columns). Metrics: F1 negative – F1
score for the nonaggressive class (0); F1 positive – F1
score for the aggressive class (1); Macro F1 – the macro
average of the F1 scores for each class.

Medium model involves the user representation ob-
tained during the training procedure through the back-
propagation procedure. On the other hand, the UserId
model takes advantage of the transformer-based ar-
chitecture with masked language modeling and self-
attention. Those two are different ways of information
extraction, including the user representation generation
procedure.

The UserId model achieved the best result on the
vast majority of tasks in each of the evaluated datasets.
This may be related to its much more complex structure
compared to the other classifiers. The fine-tuned trans-
former architecture combined with self-attention mech-
anism allowed for a better understanding of the text
and improved the ability to extract additional knowl-
edge about the user preferences.

The greatest gains in the case of WikiDetox: Ag-
gression dataset were observed for the aggressive class
(1). This may be due to the much more subjective na-
ture of this label.

Applying the 10-fold cross-validation allowed con-
ducting statistical tests, and measuring the standard de-
viation between each model performance on specific
folds provided information about its stability. More-
over, fine-tuning the language model in this setup
would be much more expensive.

In addition to individual user annotations, metadata
such as the context of texts, comments, and information
about the author may allow the extraction of additional
knowledge.

8. Conclusions and Future Work
The experiments carried out on three datasets al-

lowed us to observe some interesting phenomena. The
task of detecting hate speech is difficult due to its com-
plex context. The first significant issue is the lack of the
possibility of application of simple dictionary analysis
because wordplay really matters in hate interpretation.
For this reason, we have shown that using appropriate
architectures and state-of-the-art solutions extracts rep-
resentations containing complete knowledge from text.

The second problem is that each user may have very
different perception of offensiveness. The personalized
approach allowed us to substantially increase the pre-
diction quality compared to the generalized approach.

This leads us to the general conclusion presented in
Fig. 5: the ground truth is subjective. Therefore, we
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antagonize condescending dismissive generalisation unfair generalisation healthy hostile sarcastic
TXT-Baseline 46.10 ± 0.21 45.80 ± 0.14 46.74 ± 0.20 47.99 ± 0.23 48.23 ± 0.20 44.11 ± 0.32 47.10 ± 0.15 46.31 ± 0.22
HuBi-Formula 46.15 ± 0.19 45.85 ± 0.17 46.76 ± 0.20 47.99 ± 0.23 48.23 ± 0.20 44.30 ± 0.34 47.11 ± 0.15 46.32 ± 0.22
HuBi-Medium 49.65 ± 2.49 48.03 ± 1.54 47.25 ± 0.43 47.99 ± 0.23 48.23 ± 0.20 52.85 ± 4.69 47.17 ± 0.19 46.37 ± 0.23
UserId 74.25 ± 1.77 71.88 ± 3.14 67.87 ± 4.18 68.72 ± 4.20 67.78 ± 4.37 66.68 ± 1.86 70.40 ± 2.62 65.96 ± 2.99

Table 4: Classification results for Unhealthy Conversations dataset. The values in bold are significantly better than
other classifiers (rows). Underlined values are significantly better than the performance of the given model in other
tasks (columns). Metrics: Macro F1 – the macro average of the F1 scores for each class.

Figure 5: Meme representing the moment of sudden
realization that the ground truth we were all looking
for is subjective and we cannot use approaches based
on generalization.

should gather and incorporate knowledge about anno-
tators into the reasoning models.

Our validation of three personalized architectures
on three distinct datasets revealed that the UserId
model usually performs best even though it requires the
user to be precisely identified before the training pro-
cess.

The code for all methods and experiments is pub-
licly available on GitHub2 under the MIT license.

Overall, we strongly believe that architectures ca-
pable of representing the user beliefs in the compre-
hensive way appear to be the future of inference for
subjective NLP tasks including hate speech detection.

Based on our experiments on the Unhealthy Con-
versations dataset, we want to address the problem of
dimensional imbalance in our future work. Only 20%
of this dataset corresponds to instances with unhealthy
speech. Thus, seven dimensions are massively under-
represented in relation to the healthy speech cases.

2https://github.com/CLARIN-PL/
personalized-nlp/releases/tag/
2022-lrec-nlperspectives
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Abstract
Humans’ emotional perception is subjective by nature, in which each individual could express different emotions regarding
the same textual content. Existing datasets for emotion analysis commonly depend on a single ground truth per data sample,
derived from majority voting or averaging the opinions of all annotators. In this paper, we introduce a new non-aggregated
dataset, namely StudEmo, that contains 5,182 customer reviews, each annotated by 25 people with intensities of eight emotions
from Plutchik’s model, extended with valence and arousal. We also propose three personalized models that use not only
textual content but also the individual human perspective, providing the model with different approaches to learning human
representations. The experiments were carried out as a multitask classification on two datasets: our StudEmo dataset and
GoEmotions dataset, which contains 28 emotional categories. The proposed personalized methods significantly improve
prediction results, especially for emotions that have low inter-annotator agreement.

Keywords: emotion recognition, personalization, non-aggregated dataset, learning human representation

1. Introduction

Emotions play an essential role in human commu-
nication. We can observe an increasingly high demand
in studies of emotion recognition within natural lan-
guage processing (NLP) due to its applicability in mul-
tiple domains. Emotion perception is naturally subjec-
tive and varies regarding each individual due to the dif-
ferences in personal backgrounds, such as culture, gen-
der, and age, which leads to the problem of low inter-
annotator agreement in the existing datasets.

Recent studies have shown that different reviewers
may classify the same object differently, but that un-
necessarily means they’re wrong, as they merely have
different sentiments about the same thing (Basile et al.,
2021). Those studies also identified the increased de-
mand for new datasets related to personal perspectives
on subjective NLP tasks. However, almost all available
datasets for emotion recognition provide only limited
information on the annotators. Moreover, to solve the
problem of low inter-annotator agreement, only a few
of them retain multiple annotations per sample. One of
the most popular approaches is to use majority voting
to obtain a single ground truth for each data sample.
Another common approach is to collect the annotation
from experts. Both methods consider only one correct
label for a given text sample.

Existing solutions for emotion recognition do not
consider involving individual perspectives, which rely
on using only one ground truth to train the emotion
recognizer. In addition, current personalization ap-
proaches include human representation generated from
personal characteristics. However, these methods do
not take into account the relationship between each an-
notator and the specific features of the text.

In this work, we introduce StudEmo, a non-
aggregated dataset of 5,182 customer reviews in En-
glish, labeled for eight basic emotions from Plutchik’s
model, along with valence and arousal. Our dataset
provides the annotations from 25 unique annotators
who are students from different countries with differ-
ent cultures, ages, and characteristics. The annotation
strategy followed the procedures proposed by Janz et
al. (2017) and Zaśko-Zielińska and Piasecki (2018).

Additionally, we propose personalized methods for
emotion recognition tasks on textual data that take into
account both textual content and how the raters react
to that content. The approach is inspired by the idea
of involving personal human bias and representation
(Kocoń et al., 2021b), which is based on optimizing a
multidimensional latent vector that represents the per-
spective of each annotator in a targeted text. Here, we
propose extensions to these models by finetuning the
entire architecture, which yields a significant quality
improvement over the methods presented in (Kocoń et
al., 2021b).

2. Related Work
Recent studies have highlighted the advantages of

integrating the opinions and perspectives of individual
annotators involved in subjective NLP tasks (Basile et
al., 2021; Kocoń et al., 2021b). However, most current
methods do not consider involving multiple annotator
perspectives, in which neural network models such as
CNN, Bi-LSTM, GRU (Abdullah et al., 2018) are com-
bined with a separate model to extract text embeddings,
such as transformer-based (Ghosh and Kumar, 2021;
Chiorrini et al., 2021; Wang and Tong, 2021); GloVE,
and ELMo (Lee et al., 2020). Akhtar et al. (2020a)
proposed a stacked ensemble architecture for the recog-
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nition of the intensity of emotions, while Li and Xu
(2014) involved emotional causes extracted from ex-
pert knowledge.

Dealing with tasks related to subjectivity in text
perception is difficult due to the high variability in dif-
ferent points of view. One of the common approaches
to representing multiple annotators without losing in-
dividual perspectives is to utilize a multitask or ensem-
ble architecture that treats predicting annotator deci-
sions as separate subtasks (Fayek et al., 2016; Davani
et al., 2022). Another idea is to use the attention mech-
anism to introduce human representation, which con-
siders personal characteristics, into emotion modeling.
Although Li and Lee (2019) used the feature Linguistic
Inquiry Word Count to create personal profile embed-
dings, a valuable idea was presented in (Kamran et al.,
2021), where the authors demonstrated the correlation
between personal cognitive factors and emotions from
textual data. Furthermore, Akhtar et al. (2020b) con-
sidered a group-based personalized method and tried to
maximize the polarity index between two groups.

The problem of the scarcity of non-aggregated
datasets is discussed by Basile et al. (2021), since most
current datasets for emotion recognition are aggregated
by majority voting, best-worst scaling (Mohammad
and Bravo-Marquez, 2017), or using a hybrid rule-
based automated system (Krommyda et al., 2021). As
mentioned by Hernandez et al. (2021) collecting high-
quality emotional data is difficult and expensive which
limits the availability of generalizable data. Only a few
non-aggregated datasets exist, such as Measuring Hate
Speech (Kennedy et al., 2020), Offensive Language
Datasets with Annotators’ Disagreement (Leonardelli
et al., 2021). Specifically, we have found only three
datasets for the emotion recognition task that preserve
each annotator’s opinions without combining them, in-
cluding GoEmotions Datasets (Demszky et al., 2020),
Emotion Meanings dataset (Wierzba et al., 2021), and
Sentimenti database (Kocoń et al., 2019).

3. Datasets
3.1. StudEmo Dataset

Our dataset consists of 5,182 reviews in English.
It is available on the DSpace CLARIN-PL repository
under a CC BY-NC-ND 4.0 license1. These reviews
were acquired from the MultiEmo dataset (Kocoń et
al., 2021), which is a benchmark dataset for multilin-
gual sentiment analysis containing consumer reviews
from four different domains: hotels, medicine, prod-
ucts, and university. Since the original texts were writ-
ten in Polish, the translation to English was performed
using DeepL which is a translation system based on
deep neural networks. The tool’s producers present it
as the best existing translation system2. Its superiority

1http://hdl.handle.net/11321/895
2https://www.deepl.com/en/blog/

20200206

or similar performance in comparison to other existing
tools, e.g, Google Translate, is proved by some recent
studies: (Cambedda et al., 2021), (Hidalgo-Ternero,
2021) and (Bellés-Calvera and Quintana, 2021).

It is not easy to determine if emotions and senti-
ment are preserved after translation. Nevertheless, sen-
timent classification results for the original and trans-
lated texts (Kocoń et al., 2021) are very similar what
suggests that translation quality is good enough to ex-
press similar sentiment.

The texts are annotated by 25 unique English-
speaking annotators who are international students
from different countries and cultural backgrounds
studying at the master’s degree level. They were not re-
munerated, annotators were only graded based on num-
ber of annotations during one of the study tutorials. The
annotation schema was based on the procedures used in
(Janz et al., 2017; Zaśko-Zielińska and Piasecki, 2018).
Each annotator received a subset of 400 reviews and
was asked to annotate it according to their own per-
sonal emotional reaction to the given text. Each anno-
tator was allowed to annotate a given text with multiple
emotion labels.

The resulting annotated data consist of ten cate-
gories: eight basic emotion categories from Plutchik’s
Wheel of Emotions: joy, trust, anticipation surprise,
fear, sadness, anger, and disgust. Two additional di-
mensions were valence and arousal. Each basic emo-
tion category and arousal has an intensity range of
[0,3]. Meanwhile, valence has a range of [-3,+3]. Fi-
nally, a total of 7,463 annotations were acquired. The
average annotation distribution for each basic emotion
category is shown in Figure 1.
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Figure 1: Data distribution of basic emotions in the
StudEmo dataset. The x-axis is the intensity levels of
emotions, while the y-axis is the number of annota-
tions.

Of the 5,182 texts in the dataset, 2,901 were an-
notated by one annotator, and 2,281 were annotated by
two annotators. There are 1,701 texts in which both an-
notators agree on the existence of at least one emotion
category regardless of the intensity level. If the inten-
sity level is considered, there are 1,011 texts where both
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annotators agree on at least one emotion category with
the same intensity level.

On texts that received two annotations, the inter-
annotator agreement was measured using the weighted
Cohen’s kappa coefficient to take into account the de-
gree of disagreement, as the intensity levels in each
category are ordered. The average weighted Cohen’s
kappa is 0.26. The weighted Cohen’s kappa value for
each category is as follows: Joy 0.33, Trust 0.33, An-
ticipation 0.22, Surprise 0.09, Fear 0.08, Sadness 0.21,
Disgust 0.25, Anger 0.40, Valence 0.52, Arousal 0.12.

3.2. GoEmotions Dataset
The GoEmotions dataset from (Demszky et al.,

2020) consists of 58,011 texts with 28 labels (27 emo-
tion categories and 1 neutral category). The texts were
carefully selected from Reddit. Each emotion category
only has two possible values, 0 or 1. However, the texts
are multi-labeled so that a given text may be annotated
with more than one emotion category.

The texts were annotated by 82 unique annota-
tors, each of them having 1-5 annotations. A total of
211,225 annotations are available; the average annota-
tion distribution for each emotion category is shown on
Figure 2.
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admirationamusementangerannoyanceapprovalcaringconfusioncuriositydesiredisappointmentdisapprovaldisgustembarrassmentexcitementfeargratitudegriefjoylovenervousnessoptimismpriderealizationreliefremorsesadnesssurpriseneutral

GoEmotion, Number Of Cases Per Emotion

counts

Figure 2: Data distribution of emotion categories in the
GoEmotions dataset. The x-axis is the emotion cate-
gories, while the y-axis is the number of annotations.

The inter-annotator agreement in this dataset is
somewhat high. There are 54,263 (94%) texts in which
two or more annotators agree on at least one emotion
category. However, there are only 17,763 (31%) texts
in which three or more annotators agree on at least one
emotion category. One reason for the relatively high
inter-annotator agreement is that this dataset does not
consider the intensity levels of the emotions, only their
presence.

4. Dataset Splitting
Our dataset splitting strategy is based on

(Miłkowski et al., 2021) and is depicted by Fig-
ure 3. The dataset was divided into columns (texts)

and rows (annotators/users). The dataset was then
partitioned with respect to the texts axis into Past
(15%), Present (55%), Future1 (15%), and Future2
(15%). Meanwhile, the user-based split into the train,
dev, and test sets was performed with the 10-fold
cross-validation schema. All of the annotators/users
are seen, which means that the models already learned
all users before making the predictions.

Figure 3: Dataset splitting strategy.

The dataset is split into Past, Present, and Future
partitions to simulate data that is available in a work-
ing emotion prediction system. We assume the Past
partition as texts that users have previously annotated
(i.e. when these users started using the system, they
were asked to annotate several texts for the purpose of
calibrating the system); this Past partition is used to es-
timate individual user beliefs and biases. The Present
partition represents texts and annotations that come up
during the usage of the emotion prediction system, and
it allows us to train the reasoning model. The Future
partition is used for evaluation and test purposes.

The models were trained on the Past partition of
100% of all users and the Present partition of 80% of
all users. In the case of personalization methods, the
Past partition signifies some background knowledge
about the users, and it was used to calculate the Hu-
man Bias (HuBi) measure of each user. On the other
hand, Present partition signifies the general view of the
texts and was used to train the reasoning of a personal-
ized model. In the case of the baseline methods, both
the Past and Present partitions were used for training
but without considering the biases of the users.

The models were validated with the dev split, which
uses the Future1 partition of a different user fold.
Therefore, dev contains about 10% of all users and 15%
of all texts. It is important to note that dev is disjoint
from train, which means that the models were validated
on annotations never seen before.

The models were tested with the test split, which
uses the Future2 partition of yet another different user
fold. Hence, the test split also contains about 10% of
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all users and 15% of all texts. Similarly, test is disjoint
from train and dev, which means that the models were
tested on annotations never seen before during training
or validation.

5. Models
With the objective of emotion recognition based on

individual’s perspectives, we decided to exploit four
different sources of information about annotators and
text, including embedding of the considered text, user
id, embeddings of annotated texts with annotations, and
human bias. The text embeddings are generated by
the pre-trained Transformer language model, in which
the parameters are either finetuned or frozen during
the training process. We started with the two variants,
AVG-ANN and SINGLE-ANN, of the baseline mod-
els, which used only text embeddings as input. Next,
we proposed and compared three new deep learning
architectures that utilized the annotator’s information,
including the following:

1. User-ID – modeling the user id as a special token
in text embedding,

2. Past-Embedding – the model uses embeddings of
a few texts from Past split with user annotations,

3. HuBi-medium – the model using learned human
embedding and word biases.

5.1. AVG-ANN Baseline
The AVG-ANN Baseline model adapts a simple ap-

proach in which it receives the evaluated text embed-
dings as input and compares the mean value of anno-
tations of all texts to the target values. The method is
similar to the majority voting calculation in which the
annotations are also aggregated.

5.2. SINGLE-ANN Baseline
The SINGLE-ANN Baseline model implements a

commonly investigated approach known in NLP with
one unified output for all users. The model receives the
evaluated text embeddings as input and trained on each
users annotation.

5.3. User-ID
User-ID is a simpler personalization approach that

is adapted from (Kocoń et al., 2021a). This approach
was briefly mentioned in Dudy et al. (2021), in which it
was argued that user-level personalization on language
models can be done by conditioning textual generation
on different users. With the User-ID approach, the an-
notator was simply represented as a one-hot vector that
was concatenated to the text embeddings. However,
one potential issue with that approach is that the di-
mension of the vector can become quite large with an
increase in the number of annotators. Hence, in User-
ID method, the annotator is represented by a special to-
ken that is added to the text embedding; and in the case
of BERT, the special token gets its own embedding.

5.4. Past-Embedding
In Past-Embedding model, personalization is en-

sured by adding an extra input composed of embed-
dings of a few texts from Past split along with their
annotations given by a user. It is an adaptation of the
Class-based model from (Kanclerz et al., 2021). These
embeddings and annotations form a vector that consti-
tutes a representation of the user beliefs. It is concate-
nated with an embedding of a currently processed text.
This concatenation forms an input to the final classifi-
cation layer. Embeddings of annotated past texts come
from frozen pre-trained language model.

5.5. HuBi-medium: Learned Human
Embedding Model

HuBi-medium model is derived from the approach
introduced by Kocoń et al. (2021b), in which the multi-
dimensional latent vector of an annotator is optimized
for multi-dimensional modeling user subjectivity. This
approach is based on the concept of Neural Collab-
orative Filtering (NFC) in recommender systems (He
et al., 2017). A typical issue when directly applying
NFC to personal perspective modeling is a cold start,
which is a consequence of the small number of anno-
tations assigned for each text, making it difficult to ob-
tain a good representation from scratch. To deal with
this problem, we propose an alternative hybrid model
that utilizes text representations from language models
and optimizes only the annotator’s latent vector. Fig-
ure 4 illustrates the HuBi-medium architecture to cap-
ture the relationship between the annotator and the tar-
geted text, in which the product of element-wise multi-
plication between the annotator embedding and the text
embedding is passed on to the fully connected layer for
the final prediction. The prediction is defined as fol-
lows:

y(t, a) = WTU (a(WTxt)⊗a(WUxu))+
∑

word∈t

bword

where t and u: evaluated text and user; b: a vector
of biases indexed with words; xt, xu: text embedding
of the evaluated text t and embedding of user u, respec-
tively; WTA, WT , WA: weights of the fully-connected
layers; a: the activation function.

6. Experimental Setup
We formulated all experiments as a multitask clas-

sification, in which each task was to predict an accurate
label for each emotional category, including one over
four classes for arousal and eight emotion types, and
one over seven classes for valence. To handle the class
imbalance problem, in which other labels are domi-
nated by label ’0’, the macro F1-score was used for
model evaluation. The 10-fold cross-validation is ap-
plied to randomly divide the dataset into 10 subsets of
the same size.
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Figure 4: HuBi-medium: learned human embedding
model architecture.

6.1. Language Models
A proposed architectures utilize RoBERTa (Liu et

al., 2019), a Transformer-based language model, to ob-
tain a representation of text. RoBERTa is an extension
of BERT (Devlin et al., 2019) with additional key mod-
ifications introduced above BERT’s pretraining proce-
dure, including removing the next sentence prediction
objective and changing the masking pattern applied to
training data dynamically.

All experiments were performed on both the origi-
nal RoBERTa model (non-finetuned) and the finetuned
model. In the non-finetuned scenario, the text embed-
dings are generated from the pre-trained Transformer’s
RoBERTa, while in finetuning, the entire pre-trained
model was unfrozen, and the entire pre-trained weights
are updated during further training on our dataset.

6.2. Hyperparameter Settings
For both scenarios (non-finetuned and finetuned),

the optimal values for hyperparameters were obtained
for each model separately, in which the optimal learn-
ing rate for two baselines was 5e-5, for both User-
ID and HuBi-medium was 3e-5, and 1e-5 for Past-
Embedding. We used the Adam optimizer and cross-
entropy as a loss function. For the finetuning scenario,
the weight decay was 0.01, and we used the learning
rate schedule with a warm-up proportion of 0.1. All
models were trained for 20 epochs in both training sce-
narios, except for finetuned Past-Embedding, where the
trained epochs were 10.

In addition, Past-Embedding requires the parame-
ter to control the number of texts in the annotator’s
past embedding, which is equal to 4. Since the HuBi-
medium model extends the standard architecture with
human embedding, it requires additional hyperparame-
ters, including the annotator embedding size of 50 and
the hidden size of 100 for the classifier’s last fully con-
nected layer. A dropout layer with a rate of 0.25 was
added to prevent overfitting.

Similar experiments were performed on the GoE-
motions dataset, in which we utilized the same parame-
ters, except for learning rates and the number of trained
epochs. While the learning rate for both baseline mod-
els and HuBi-medium was 3e-5, User-ID was trained
with a learning rate of 1e-3, in both non-finetuning and
finetuning scenarios. For Past-Embedding, they are 1e-
4 and 1e-5, respectively. The epoch number was 10,
since it preserves a stable learning curve for all models,
except for Past-Embedding, in which we employed 20
epochs without finetuning and 5 epochs on finetuning.

6.3. Statistical Testing
To determine the significance of the differences

found in the models’ results, statistical tests are per-
formed. The normality of the distribution of the results
is checked using Q-Q plots and Shapiro-Wilk test with
significance level α = 0.05. Depending on that, an
appropriate statistical hypothesis test is chosen.

For data with a normal distribution, independent
samples t-test is used. Since the results are acquired
from different models, the assumption that the groups
are independent is fulfilled. The homogeneity of the
variance is tested using the Levene test. In case the
data do not have homogeneous variances, the inde-
pendent samples t-test is performed using the Welch-
Satterthwaite adjusted method.

The independent samples t-test is performed with
α = 0.1 on results for each emotional category. If
p value > α, then we cannot reject the null hypoth-
esis, which means that there is no significant difference
between the results of the two models. If p value ≤ α,
then the null hypothesis is rejected, which means that
there is a significant difference between the results of
the two models.

7. Results
The results of the StudEmo experiment scenarios

for each emotional category are presented in Table 1-
p.6 for the non-finetuning scenario and Table 2-p.6 for
the finetuning scenario. The results of GoEmotions ex-
periment scenarios for each emotional category are pre-
sented in Table 3-p.7 for the non-finetuning scenario
and in Table 4-p.7 for the finetuning scenario. Figure 5-
p.6 presents boxplots of the averaged macro F1-scores
among all categories for all experiment scenarios on the
StudEmo dataset. The analogous plot for the GoEmo-
tion experiments is shown in Figure 6-p.7.

Generally, the differences in results for HuBi-
medium and Past-Embedding are not significant in
most cases. For StudEmo dataset, the latter achieved
slightly better results and vice-versa for GoEmotions
dataset. However, the difference is not drastic, only
about 1.3 - 1.8 pp, which shows the stability in the
performance of Past-Embedding. The only exception
is observed in non-finetuned models on StudEmo, in
which HuBi-medium is 8.4% behind Past-Embedding.
This phenomenon may arise because the HuBi medium
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benefits more from finetuning and a larger dataset. For
larger datasets like GoEmotions, Past-Embedding also
took advantage of finetuning considerably much higher
than with small datasets like StudEmo, in which there
is no significant difference between the two strategies.

7.1. StudEmo
Overall, the best results were obtained for the Past-

Embedding method in both non-finetuned and fine-
tuned scenarios, with the mean macro F1-score of
34.4% and 34.3%, respectively (Table 1, Table 2). Sta-
tistical tests reveal no statistical significance between
these two scenarios, which shows that Past-Embedding
does not benefit from finetuning. Additionally, Figure 5
shows that the finetuned Past-Embedding results have a
broader range than the original accompanying slightly
positive skewing and outliers. It indicates a larger data
dispersion and instability for the finetuned variant of
Past Embedding.
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Figure 5: Test macro F1 mean results from non-
finetuned and finetuned models, run on StudEmo
dataset. S-Ann: SINGLE-ANN, A-Ann: AVG-ANN,
HuBi: HuBi-medium, PE: Past-Embedding.

Emotions S-Ann A-Ann User-ID HuBi PE
anger 19.1% 19.5% 20.7% 29.4% 40.7%
anticipation 20.3% 20.6% 21.3% 22.4% 29.8%
arousal 20.7% 19.5% 23.5% 26.6% 37.8%
disgust 20.9% 20.9% 20.5% 21.7% 30.9%
fear 22.7% 23.0% 29.8% 29.8% 33.6%
joy 19.5% 19.6% 20.9% 23.4% 34.1%
sadness 21.5% 21.7% 24.5% 24.5% 30.0%
surprise 21.9% 21.8% 21.6% 21.6% 24.6%
trust 19.4% 19.2% 19.7% 21.0% 33.6%
valence 18.8% 11.5% 36.5% 39.1% 49.5%
Mean 20.5% 19.7% 23.9% 26.0% 34.4%

Table 1: Test macro F1 results for models in non-
finetuned scenario run on StudEmo dataset. S-Ann:
SINGLE-ANN, A-Ann: AVG-ANN, HuBi: HuBi-
medium, PE: Past-Embedding. The best model for a
specified emotion is marked in bold.

For the non-finetuned scenario, there are remark-
able differences between the three personalized mod-
els. The gap between the best (Past-Embedding) and

Emotions S-Ann A-Ann User-ID HuBi PE
anger 30.9% 24.0% 45.2% 43.9% 44.3%
anticipation 23.4% 20.9% 29.2% 26.9% 28.8%
arousal 27.2% 28.9% 29.1% 27.5% 30.2%
disgust 22.7% 20.9% 31.8% 30.0% 30.9%
fear 22.7% 23.0% 28.2% 29.8% 29.8%
joy 25.9% 21.9% 36.9% 35.5% 39.3%
sadness 21.5% 21.7% 28.4% 24.6% 29.6%
surprise 21.9% 21.8% 21.6% 21.6% 21.6%
trust 22.3% 19.7% 43.0% 38.8% 40.0%
valence 32.5% 27.4% 46.6% 46.1% 48.6%
Mean 25.1% 23.0% 34.0% 32.5% 34.3%

Table 2: Test macro F1 results for models in finetuned
scenario run on StudEmo dataset. S-Ann: SINGLE-
ANN, A-Ann: AVG-ANN, HuBi: HuBi-medium, PE:
Past-Embedding. The best model for a specified emo-
tion is marked in bold.

the worst (User-ID) is approximately 10.5 pp. HuBi-
medium with 26% of macro F1-score on average is sit-
uated between them. Table 1 demonstrates that Past-
Embedding and HuBi-medium outperformed User-ID
on all emotions, except fear, sadness, and surprise, for
which HuBi-medium and User-ID resulted similarly.

In contrast, an interesting phenomenon was ob-
served for the finetuned scenario, in which both User-
ID and HuBi-medium took advantage of finetuning.
User-ID achieved 34% of macro F1-score on average,
which is 10.1 pp higher than the non-finetuned User-
ID and only 0.3 pp lower than Past-Embedding, fol-
lowed by HuBi-medium, which increased from 26% to
32.5%. Furthermore, statistical tests showed almost no
significance in the differences between these three fine-
tuned personalized models, indicating that they are all
comparable.

However, Figure 5 exhibits a moderately wide
range in User-ID’s macro F1-score distribution com-
pared to the other personalized models, implying a
broader dispersion of predictions. In terms of that
comparison, Past-Embedding, and HuBi-medium have
shown more stable and less scattered predictions.

Detailed studies of the results for particular emo-
tions demonstrate some differences among personal-
ized methods, even though they are relatively compa-
rable on average. Past-Embedding outperformed the
other models in predicting four emotions, including
arousal, joy, sadness, and valence. Meanwhile, User-
ID achieved the best results in predicting anger, an-
ticipation, disgust, and trust. Both HuBi-medium and
Past-Embedding got the same score on fear. Excep-
tionally, the best result for surprise came from the
SINGLE-ANN baseline with 21.9%, while all person-
alized methods got slightly lower at 21.6%. Interest-
ingly, except for the original Past-Embedding, which
achieved 24.6% for surprise, all other experiments got
almost identical results of approximately 21% on that
emotion. The high imbalance of classes distribution for
that emotion (value 0 is nearly 20 times more frequent
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than value 3), together with the low annotator agree-
ment of 0.09 on the Cohen’s kappa coefficient, could
be the reason to explain this phenomenon. A similar
case can also be be seen for fear, in which all the non-
finetuned and finetuned baselines resulted in the same
score of 23%, while finetuned HuBi-medium could
achieve 29.8%, and the non-finetuned Past-Embedding
obtained 33.6%. Fear is also a contentious emotion
that got only 0.08 of Cohen’s kappa coefficient and
was affected by a high imbalance. These phenomena
strengthen the benefits of the personalized methods on
high-controversial emotions, such as fear and surprise.

The highest results were obtained for valence
(49.5% with non-finetuned Past-Embedding method),
anger (45.2% with finetuned User-ID), and trust (43%
with finetuned User-ID). The Cohen’s kappa coefficient
for valence is relatively high and equals 0.52, which
can explain the higher performance. However, in con-
trast to personalized approaches, without finetuning,
two baselines performed the worst on valence, espe-
cially the AVG-ANN, which got to the bottom at 11.5%
on predicting valence (Table 1). It demonstrates that
even for less controversial emotions, the application of
the personalized methods give performance gain.

7.2. GoEmotions
In the case of GoEmotions, the best performing

baseline model is the finetuned AVG-ANN, with an av-
erage macro F1-score of 50.9%. Meanwhile, the best
personalized model is the finetuned HuBi-medium,
with an average macro F1-score of 66.1%. In Figure 6,
we can see that the best personalized model outper-
formed the best baseline in both non-finetuned and fine-
tuned scenarios. Statistical testing also proved that the
differences between the best personalized model and
the best baseline are statistically significant.
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Figure 6: Test macro F1 mean results from non-
finetuned and finetuned models, run on GoEmotions
dataset. S-Ann: SINGLE-ANN, A-Ann: AVG-ANN,
HuBi: HuBi-medium, PE: Past-Embedding.

The non-finetuned baseline AVG-ANN model ex-
hibited an interesting behavior, which can be seen in
Table 3., and relief emotions. For nervousness, pride,

remorse, desire, and grief it obtained macro F1-score
median of around 0.49, but outliers could reach a macro
F1-score of 1.0. In the case of grief and relief, the
macro F1-score median was 1.0 with a mean value of
about 0.8, yet the distribution was very wide. Conse-
quently, the mean of the macro F1-score of the non-
finetuned AVG-ANN became abnormally high in these
emotions.

Emotions S-Ann A-Ann User-ID HuBi PE
desire 52.7% 55.0% 54.9% 59.4% 56.3%
nervousness 49.8% 65.0% 50.7% 50.3% 50.9%
pride 49.9% 65.0% 51.1% 52.0% 52.3%
remorse 57.8% 55.0% 59.9% 61.8% 63.3%
grief 50.3% 85.0% 55.2% 51.6% 55.9%
relief 49.8% 80.0% 50.4% 50.2% 50.4%
gratitude 82.2% 78.8% 84.1% 87.9% 83.5%
fear 54.5% 49.9% 59.1% 60.6% 59.1%
embarrassment 49.7% 50.0% 50.2% 50.0% 50.4%
joy 52.0% 49.9% 54.7% 59.2% 55.5%
disgust 51.0% 49.9% 52.6% 55.2% 52.9%
sadness 53.9% 49.9% 55.9% 58.8% 56.2%
surprise 52.5% 49.9% 54.9% 56.7% 55.0%
Mean 54.5% 54.7% 56.3% 59.4% 58.1%

Table 3: Test macro F1 results for models in non-
finetuned scenario run on GoEmotions dataset. S-Ann:
SINGLE-ANN, A-Ann: AVG-ANN, HuBi: HuBi-
medium, PE: Past-Embedding. The best model for a
specified emotion is marked in bold.

Furthermore, it was found that the model was never
detecting the considered emotions; it always predicts
the lack of these emotions. Meanwhile, there is a re-
markably high imbalance in these categories (class 0 is
present 312 times more frequently than class 1). These
emotion categories are so rare that they are not avail-
able in some test folds, giving a perfect F1-score even
though the model was always predicting zero. How-
ever, the finetuned baseline AVG-ANN showed a much
more stable behavior and greatly reduced outliers.

Emotions S-Ann A-Ann User-ID HuBi PE
desire 49.7% 50.0% 54.3% 63.9% 65.2%
nervousness 49.8% 50.0% 50.7% 55.5% 53.6%
pride 49.8% 50.0% 51.5% 58.8% 52.3%
remorse 50.6% 50.0% 59.7% 67.8% 73.1%
grief 49.9% 50.0% 53.8% 57.2% 50.5%
relief 49.8% 50.0% 50.5% 55.8% 51.2%
gratitude 74.9% 74.0% 84.1% 89.8% 90.3%
fear 49.7% 49.9% 58.2% 72.8% 73.7%
embarrassment 49.7% 50.0% 50.0% 61.9% 62.1%
joy 49.2% 49.9% 54.2% 64.5% 64.9%
disgust 49.4% 49.9% 51.4% 63.5% 61.8%
sadness 49.6% 49.9% 55.3% 66.9% 68.7%
surprise 49.5% 49.9% 54.4% 67.9% 68.6%
Mean 50.8% 50.9% 55.8% 66.1% 65.3%

Table 4: Test macro F1 results for models in finetuned
scenario run on GoEmotions dataset. S-Ann: SINGLE-
ANN, A-Ann: AVG-ANN, HuBi: HuBi-medium, PE:
Past-Embedding. The best model for a specified emo-
tion is marked in bold.
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HuBi-medium benefits significantly from finetun-
ing in the case of the GoMEotions dataset. Statistical
testing showed that there is a significant difference be-
tween the non-finetuned and the finetuned model for
every category, with a macro F1-score difference of
about 6.7 pp on average.

Past-Embedding also conveyed good performance
on GoEmotions. Without finetuning, it reached an aver-
age macro F1-score of 58.1%, only 1.3% behind HuBi-
medium. With finetuning, it reached 65.3%, 1.2% be-
hind the HuBi-medium. It shows the model benefits a
lot from finetuning. Nevertheless, despite the relatively
small difference with HuBi-medium, statistical testing
showed that the difference is significant.

In the finetuned scenario, Past-Embedding is actu-
ally the best-performing model for the most of emo-
tions. However, the differences with comparison to
HuBi-medium are minimal. On the other hand, HuBi-
medium is the best model for the remaining categories
with considerable advantages for some of them.

The other personalized method, i.e. User-ID was
not as good as HuBi-medium or Past-Embedding, and
it was greatly outperformed by HuBi-medium and Past-
Embedding on almost every category. However, it still
was statistically better compared to both baselines.

We assume User-ID method was struggling more
than the other personalized models because of the high
number of annotators in the dataset. There are 82 anno-
tators, which is three times more than in the StudEmo
dataset. Thus it is harder for the model to learn the
user special tokens. It would require more time to
learn them properly. Having too many tokens without
enough training may lead to a generalization problem,
hence the lower performance.

Nevertheless, there are a few categories where
User-ID and Past-Embedding performed almost sim-
ilarly, namely nervousness (2.9 pp difference), pride
(0.8 pp difference), and relief (0.7 pp difference).
These categories are affected by high data imbalance.
It appears that HuBi-medium is able to deal with the
high data imbalance the best, while User-ID and Past-
Embedding are less efficient in dealing with the issue.

The experiments for the GoEmotions dataset re-
vealed again that the performance of the personalized
approaches is much better than for the baselines. In that
case, the best model was the HuBi-medium.

8. Conclusions and Future Work
In this work, we present StudEmo, a non-

aggregated, manually annotated review dataset for per-
sonalized emotion recognition. We also provide de-
tailed information about the source of the texts and
annotations, along with the data characteristics includ-
ing data distribution, number of annotators, and inter-
annotator agreement. The dataset keeps all the deci-
sions of the annotators without aggregating or combin-
ing them in any way. Thanks to that, it can be used as
a benchmark for personalized NLP methods.

That dataset was used to compare the personalized
methods with non-personalized baselines. Additional
experiments were also performed on the GoEmotions
dataset. Two baseline methods were considered: the
AVG-ANN baseline which represents the aggregated
approach, and the SINGLE-ANN baseline, which rep-
resents the non-personalized approach where the model
learns individual annotations without any further infor-
mation about the annotators. Three personalized meth-
ods were analyzed: User-ID, where the model is pro-
vided with information about the user in the form of a
special token; Past-Embedding, where the user beliefs
are represented by a vector of the text embeddings and
annotations, and HuBi-medium, where additional hu-
man embeddings and word biases are learned. For both
datasets, the results showed that the personalized meth-
ods deliver significantly higher performance compared
to baselines.

In StudEmo, the Past-Embedding method featured
the highest performance. Without finetuning, it was
considerably better compared to not only the baselines,
but also the other two personalized models. However,
with finetuning, there is no significant difference in
the results from User-ID, Past-Embedding, and HuBi-
medium. It was shown that finetuning leads to large
performance gain for HuBi medium and User-ID meth-
ods. The bigger difference between the personalized
and non-personalized methods is observed for some
controversial emotions. Extra knowledge about user
beliefs allows the model to make more appropriate and
personalized decisions.

On GoEmotions, HuBi-medium showed the great-
est performance with a significant margin. It is slightly
better than Past-Embedding, and remarkably better
than User-ID and the baselines. We assume that User-
ID did not perform as well because a large num-
ber of special tokens were injected into the language
model. HuBi-medium and Past-Embedding benefit sig-
nificantly from finetuning.

In future work, the effect of the number of texts in
the Past split needs to be investigated further because it
determines how much knowledge about a user is known
to the model. We also would like to see if some order-
ing of these past texts, such as ranking them by contro-
versy, can further improve the performance.
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Kocoń, J., Gruza, M., Bielaniewicz, J., Grimling,
D., Kanclerz, K., Miłkowski, P., and Kazienko, P.
(2021b). Learning personal human biases and rep-
resentations for subjective tasks in natural language
processing. In 2021 IEEE International Conference
on Data Mining (ICDM), pages 1168–1173, 12.

Krommyda, M., Rigos, A., Bouklas, K., and Amditis,
A. (2021). An experimental analysis of data anno-
tation methodologies for emotion detection in short
text posted on social media. Informatics, 8(1).

Lee, J.-H., Kim, H.-J., and Cheong, Y.-G. (2020).
A multi-modal approach for emotion recognition of
tv drama characters using image and text. In 2020
IEEE International Conference on Big Data and
Smart Computing (BigComp), pages 420–424, 02.

Li, J.-L. and Lee, C.-C. (2019). Attentive to Individ-
ual: A Multimodal Emotion Recognition Network

54



with Personalized Attention Profile. In Proc. Inter-
speech 2019, pages 211–215.

Li, W. and Xu, H. (2014). Text-based emotion classi-
fication using emotion cause extraction. Expert Sys-
tems with Applications, 41(4, Part 2):1742–1749.

Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen,
D., Levy, O., Lewis, M., Zettlemoyer, L., and Stoy-
anov, V. (2019). Roberta: A robustly optimized bert
pretraining approach. ArXiv, abs/1907.11692.

Miłkowski, P., Gruza, M., Kanclerz, K., Kazienko, P.,
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Abstract
Annotator disagreement is often dismissed as noise or the result of poor annotation process quality. Others have argued that it
can be meaningful. But lacking a rigorous statistical foundation, the analysis of disagreement patterns can resemble a high-tech
form of tea-leaf-reading. We contribute a framework for analyzing the variation of per-item annotator response distributions to
data for humans-in-the-loop machine learning. We provide visualizations for, and use the framework to analyze the variance
in, a crowdsourced dataset of hard-to-classify examples of the OpenImages archive.

Keywords: preserving disagreement, statistical methods, empirical study

1. Introduction
With a market expected to hit $1.2 billion by 2023,
human annotation accounts for 80% of the time spent
building A.I. technology. (Metz, 2019). Whether ob-
tained by a small team of experts, or an anonymous
pool of crowdworkers, it is generally considered good
practice to obtain responses from multiple annotators
for each example in a dataset, for the reason that hu-
man annotators are unreliable and annotation tasks are
ambiguous. And so disagreement is seen as a sign of
something to be corrected. Put more formally, machine
learning problems are probability distributions over a
joint (example, response) spaceX×Y (Shalev-Shwartz
and Ben-David, 2014). Usually, the distribution over Y
has a Bayesian interpretation, where P(y | x) is seen as
uncertainty over the response.
An alternate view is that disagreement is meaningful
and may be the result of differences in annotator val-
ues, beliefs, or values that carries meaningful signals
(Aroyo and Welty, 2015; Liu et al., 2019; Akhtar et
al., 2019; Klenner et al., 2020; Weerasooriya et al.,
2020; Davani et al., 2022; Basile, 2020). We are partic-
ularly interested in crowdsourced settings, where there
are typically more annotators per example than with ex-
pert annotations. Taking a strictly frequentist approach,
we interpret P(y | x) as the likelihood of drawing an an-
notator who responds to example x with y. We are thus
interested in asking How confident are we that P(y | x)
represents the ground truth distribution of annotator
responses?.
We apply hypothesis tests via bootstrap sampling
(Efron, 1992) to explore this question on a dataset that
is particularly rich in annotatator disagreement. A ma-
jor design decision in this case is which test statistic
to use. If we were measuring machine performance,
we could use any number of standard evaluation mea-
sures, such as accuracy or precision. But here, we need
a statistic that can measure the difference in two proba-
bility distributions. Many exist, such as KL-divergence
and Wasserstein distance. However, these measures do

not take into account that our distributions are merely
samples. We argue that the likelihood function of the
hypothesized sampling frame is the best test statistic in
this case.
In this paper, we contribute a framework for analyzing
the variance of annotator responses in machine learning
training data when the goal is to preserve diversity in
annotator responses by treating them as a sample from
an underlying pool of respondents. We introduce two
variants of bootstrap sampling tailored to this setting
that are more efficient and/or less sensitive to sparse
data than true bootstrapping. We explore the use of
the log-likelihood as a statistic for hypothesis testing in
exploratory analyses of response distribution data. And
we apply this framework to an empirical study of a data
set rich in annotator disagreement.

2. Related Work
Although not as commonly used as in other scientific
fields, hypothesis tests has a long history in machine
learning (Mitchell, 1997).
Dietterich (Dietterich, 1998) provides a taxonomy of
use cases for hypothesis testing on machine learning
problems. He focuses on one particular case: that of
choosing between two learning algorithms A and B
with a small amount (n ≈ 300) of data. He defines
the p-value to be the probability that A’s error is less
than B’s by at least the observed error difference δ(x),
where x is a sample from the test population. assuming
as the null hypothesis H0 that A and B have equal er-
ror rates in the population from which x was sampled.
Formally, this is denoted p(δ(x∗) > δ(x)|H0), where
x∗ is a population sample of size n drawn according
to H0. Thus, in contrast to our paper, he is interested
in paired hypothesis tests, as is frequently the case in
machine learning.
He compares five different approximations of the p-
value on experiments where A and B are simulated
and by design have the same error rate, though their
responses differ on specific items. He repeats these
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experiments using two actual (i.e., nonsimulated) ma-
chine learning algorithms, where one is “hobbled” to
have exactly the same error rate as the other. In this
setting he tests the approximations’ resistance to Type
I errors, as well as their statistical power in the event
that the two algorithms do have different error rates.
Berg-Kirkpatrick et al. (Berg-Kirkpatrick et al., 2012)
perform an empirical investigation of hypothesis test-
ing across a seven natural language processing (NLP)
problems. They survey prior work on these problems
where the systems were available for evaluation, and
study the relationship between metric gain, δ(x), sta-
tistical significance, and p-values. They argue that the
best approach is to bootstrap from the input sample and
then consider p(δ(x∗) > 2δ(x)|H0). Søgaard et al.
(Søgaard et al., 2014) study the practical impact of var-
ious estimators on p-values.
Reidsma and Carletta (Reidsma and Carletta, 2008) ex-
plore the relationship between interrater reliability and
machine learning performance. They show that high
reliability scores (> .8) predict good machine learning
performance as long as noise is unbiased. If noise is
biased, the machine learning algorithm may learn the
bias pattern and overfit.
Szymański and Gorman (Szymański and Gorman,
2020) apply a Bayesian framework due to (Corani et
al., 2017) to evaluate the performance of English part-
of-speech taggers. Rather than p-values based on H0,
their framework estimates the likelihood that system A
outperforms system B, using k-fold cross evaluation
(across multiple datasets). Zhang et al. (Zhang et al.,
2004) use bootstrapping to construct confidence inter-
vals for BLEU scores.
Welty et al. (Welty et al., 2019) study the prob-
lem of measuring AI systems from the perspective of
metrology, the science of measurement and its applica-
tion. They demonstrate these principles on WordSim
(WS353),1 a crowd-powered dataset for word similar-
ity. They show that the dataset can be instrumentalized
by describing procedures for (1) collecting the human
or crowd data (2) using this data to evaluate the per-
formance of an AI system. The introduce a number of
key concepts in metrology and show how they apply in
this context. For instance, the principle of measurement
translates into understanding the limits and opportuni-
ties of the measurement frame and how the measure-
ment procedure works, and indication translates into
the itemwise statistics gathered from asking multiple
annotators about the same question. A crucial element
of metrology is the recognition that ground truth is fun-
damentally unknowable, and that one must test and as-
sess the accuracy of any instrument used to measure
performance.

1https://aclweb.org/aclwiki/
WS353ilarity-353_Test_Collection_(State_
of_theart)

Figure 1: Bootstrapping is a stochastic method for ana-
lyzing variance in samples. It treats the sample as an es-
timate of the underlying (original) sampling frame, and
then repeatedly samples with replacement from the em-
pirical sample, obtaining a sample of samples. Anno-
tator sampling is itself a two-stage process, where the
empirical sample consists of first drawing from a set of
data items (in our case image/label pairs from the Open
Images Dataset) and, for each item, sampling from a
pool of annotators. However, when the space of anno-
tator responses is relatively simple, we can marginal-
ize over the data items to create a collapsed, one-stage
bootstrap sampling frame.

3. Annotator sampling
Here, we describe three variants of bootstrapping that
we explore in this paper. We adapt notation from
(Efron, 1992). Suppose we have a set of m data items
x = (x1, . . . , xm), sampled from some domain FI . For
each item i, we also have a sample yi of r annotator re-
sponses, where each response comes from a discrete
domain of q options, indexed by l. There are multiple
ways to represent ŷi. For each response l, we can count
the number of annotators what respond with l, which
we denote ŷi,l. Or we can indicate the response that
annotator j provides, which we denote yi,j . Note that
we use y with and without the ·̂ in part to distinguish
these two representations, but also to stress that ŷi,l is
not necessarily representative of the underlying popu-
lation’s value for the number of l responses (assuming
the underlying population of annotators is much larger
than the number of responses in yi, it is most certainly a
much larger number), where yi,j is in fact annotator j’s
response to item i. We can extend this latter represen-
tation to the set of all annotations as a matrix, where
the data examples are aligned along the vertical axis
and the responses along the horizontal. See Figure 1.
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Finally, we can represent yi as a distribution F̂yi
.

Bootstrapping (Efron, 1992) is a stochastic method for
estimating the variance of a test statistic ϕ from any
empirical sample x. It constructs a sample of B sam-
ples x∗1,x∗2, . . . ,x∗B , where each of these latter sam-
ples is the same size as the empirical sample and is
drawn with replacement from the empirical sample, ef-
fectively using the empirical sample as an estimate F̂I

of the original sampling frame FI . Thus, in our set-
ting, each bootstrap sample x∗j = (x∗j

1 , x∗j
2 , . . . , x∗j

m )
consists of m items sampled with replacement from
x = (x1, . . . , xm). In this way it can account for
the impact of sample size on the variance of any test
statistic, though if the empirical sample is too small
to be representative of the original sampling frame the
method can be ineffective.
In the past, when bootstrapping was used to analyze
variance in machine learning datasets (Mitchell, 1997;
Dietterich, 1998; Zhang et al., 2004; Berg-Kirkpatrick
et al., 2012; Søgaard et al., 2014), it was performed
over the items only, i.e., in the vertical direction only
according to the matrix-style representation shown in
Figure 1. In the parlance of our notation, each item
x∗j
i in each bootstrap sample x∗j is associated with the

same label y∗ji as its corresponding empirical item. Of
course, in most past settings, yi represented a single
response value, as all annotator disagreement was typ-
ically resolved before the data was used, and so this
vertical-only approach made perfect sense.
As a baseline, we adapt this strategy to our case, i.e.,
we associate each item x∗j

i in each bootstrap sample
x∗j with the empirical distribution y∗ji associated with
the corresponding empirical item. We call this vertical-
only baseline process a naive bootstrap.
However, in case of annotator modeling, where we
care about the ground truth distribution of annotator
responses, the empirical sample is really the result of
two-stage process. See Figure 1. First, choose a data
item i in the vertical direction, then choose r annotators
in the horizontal direction to annotate it.2

In many datasets the number of annotators r varies
from item to item. But (as in the case of the data we
analyze here) if r is the same for each item, then the
number of possible response distributions is

(
q+r−1
r−1

)
,

and when this number is sufficiently small we can sim-
plify boostrapping over this two-stage process by pre-
computing the horizontal bootstrap and marginalizing
over the examples i. Thus, we construct a distribution
F̂q,r over all annotator response distributions y∗ of size

2This is a simplification of how annotation works in prac-
tice. Typically, annotators are not chosen independently for
each item, as we assume here. However, for large datasets, as
long as the number of items any one annotator sees is small—
as is often the case for crowdsourced annotations—we do not
believe dependencies between annotators have a significant
impact on the analysis described here, although this is cer-
tainly a topic worthy of future research.
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Figure 2: Counts of image/label pairs by machine
score.

r:

F̂q,r(y
∗) =

m∑

i=1

F̂yi,r(y
∗)F̂I(xi) =

1

m

m∑

i=1

F̂yi,r(y
∗),

(1)

where F̂I(xi) =
1
m per the rules of bootstrap sampling,

and F̂yi,r(y
∗) is the likelihood of drawing the distribu-

tion y∗ by drawing (with replacement) a sample of size
r from F̂yi . We call this approach collapsed bootstrap-
ping. Collapsing can greatly speed up the sampling
process by eliminating one stage of sampling. More-
over, it removes some of the stochasticity from the pro-
cess. This, in turn, means that a smaller bootstrap sam-
ple is needed.

Finally, many of the annotator response distributions
themselves may have no mass on some of the re-
sponses (e.g., cases where all five annotators agree on
a single response). Therefore, it may make sense to
add smoothing to the collapsed distribution. We use
Laplace smoothing, with α = 1, which assumes a uni-
form prior over all choices, and we apply this to both
stages (i.e., to each F̂yi,r and to F̂q,r in Equation 1).
We call this smoothed bootstrapping.

Beyond the sampling process itself, bootstrapping is
often used for hypothesis testing. This involves choos-
ing test statistics and hypotheses. The mean of some
quantity of interest is by far the most common test
statistic used. But when the data under consideration
(representing the sampling frame) is categorical, or if
we are interested qualitatively in the shape of the dis-
tribution, KL-divergence or Wasserstein distance might
be more appropriate choices. The best statistic and hy-
potheses to use depends what one is trying to learn from
the test. So let us first introduce the dataset we are an-
alyzing, and some of the questions we seek to answer,
before considering this question further.
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Figure 3: Histograms of annotator response distribu-
tions. Each image/label is indicated by the number of
Yes and No annotator responses. The number of Don’t
know responses can be calculated from the number of
Yes and No annotator responses and so is not shown.
For instance, the (0, 0) corner represents the number
of images where all five responses were Don’t know.
The two large peaks in the corners are the item-label
pairs on which all annotators agreed on No (respec-
tively, Yes). The much smaller peak in the left-hand
corner are the item-label pairs on which all annotators
agreed on the Don’t know. Note that there appears
to be more disagreement among the image/pairs with
Machinei = 1.

4. Data
The CATS4ML (Crowdsourcing Adverse Test Sets for
Machine Learning) Data Challenge3 asked participants
to find machine learning blind spots, i.e., data instances
that humans can easily classify, but on which machine
learning algorithms fail.
The data consists of 6, 393 examples of image/label
pairs from the Open Images Dataset (OID). The labels
in these image/label pairs were selected from among
23 label classes, which were sampled from 30K classes
available in the OID. Note that “label” often refers to
the annotator responses yi. Here and throughout this
paper, we use “label” only to refer to the label class,

3https://github.com/
google-research-datasets/
cats4ml-2021-dataset. See also https:
//cats4ml.humancomputation.com/.
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Figure 4: Annotator response distributions by label
class.

which is part of the input, and not the annotator re-
sponses.
As for the responses, for each image in each im-
age/label pair, five annotators were asked whether the
label matched the image. Each image/label pair i
has a distribution Fyi

over q = 3 annotator response
choices: Yes , No, ¬Know , which indicate the num-
ber of annotators who respond Yes, No, or Don’t know,
respectively. There is also Machinei ∈ {0, 1}, a
machine response, chosen by randomly sampling the
output from two machine-based classifiers (variants
of the InceptionV2-based classification that are inter-
nal to Google). These human and machine responses
were used to adjudicate the submissions to the contest.
Figure 2 shows the distribution of images/pairs in the
dataset by machine score.
Since there are only three possible label responses, the
space of annotator response distributions forms a 2-
simplex (or triangle), where, since each image/label
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Machine rating
Annotator rating 0 1 total

Plurality Yes 2552 1024 3576
No 1578 853 2431

Majority Yes 2423 964 3387
No 1284 729 2013

≥ 4
Yes 2171 840 3011
No 998 502 1500

Unanimous Yes 1820 667 2487
No 708 298 1000

(a) Distribution of Yes and No annotator responses based on
various disagreement resolution/exclusion policies: only those
where the number of yes (respectively, no) responses exceeds
no (respectively, yes), those with a majority of yes vs. no votes,
those with at least four votes in agreement, and those with unan-
imous agreement.

Machine rating
Annotator rating 0 1 total

Plurality Yes 2479 1119 3599
No 1640 740 2380

Majority Yes 2341 1057 3398
No 1391 628 2018

≥ 4
Yes 2094 945 3040
No 1096 495 1591

Unanimous Yes 1855 837 2692
No 836 377 1213

(b) Estimated number of data items by user and machine re-
sponse according to the collapsed boostrap frame.

Machine rating
Annotator rating 0 1 total

Plurality Yes 2490 1124 3614
No 1636 739 2375

Majority Yes 2307 1042 3349
No 1357 613 1970

≥ 4
Yes 1968 888 2856
No 1012 457 1469

Unanimous Yes 1287 581 1868
No 584 264 848

(c) Estimated number of data items by user and machine re-
sponse according to smoothed (α = 1) bootstrap frame.

Table 1: According to various bootstrap methods, the
distribution of Yes and No annotator responses based
on various disagreement resolution/exclusion policies:
only those where the number of yes (respectively, no)
responses exceeds no (respectively, yes), those with a
majority of yes vs. no votes, those with at least four
votes in agreement, and those with unanimous agree-
ment.

pair i has exactly five annotator responses, i.e., yi,Yes+
yi,No + yi,¬Know = 5, the vertices of the triangle rep-
resent unanimous responses (i.e., EITHER yi,Yes = 5
OR yi,No = 5 OR yi,¬Know = 5, and the remaining
response choices equal to zero), and the edges and in-
terior space represent responses that have at least some

level of annotator disagreement. It is a discrete space
of cardinality 21 and so it is easy to precompute the
bootstrapping, as shown in Equation (1).
The three-option response schema used in this dataset
lends itself very well to visualization. Figure 3 shows
histograms in this triangle-like structure of annota-
tor response distributions over, respectively, the entire
dataset, just those image/label pairs with Machinei =
0, and just those with Machinei = 1, respectively. The
differences between the three are very small, though
there appears to be slightly more disagreement among
the pairs with machine score 1, suggesting that the
CATS4ML contestants had mixed (though reasonable
given the sparsity of blind spot data) success against
the reference machine responses.
Figure 4 shows these same distributions by label class.
Here, in contrast to Figure 3, there appear to be signif-
icant patterns. For instance, in the Muffin label class
there is substantial annotator disagreement among an-
notators between Yes and No, with very few annota-
tors responding Don’t Know. This may be because
muffins are only well-known in the US, Canada, and
Great Britain, and in the US and Canada they are sweet
snacks resembling cupcakes, but in Great Britain they
are flat, savory rounds of bread (known as ‘English
Muffins’ in the US and Canada). And so in this case
disagreement is not the result of a poorly formed ques-
tion, and it is not even “ambiguous” in the sense that a
single annotator would necessarily recognize that there
are multiple interpretations.
In short, there are two obvious ways to partition the
data: by the machine score used to adjudicate the
CATS4ML contest, and by the label classes. The hy-
pothesis tests we consider in this paper will help us
determine whether the patterns of annotator responses
seen in Figures 3 and 4 are significant.
But before we get to hypothesis testing, one reason why
annotator disagreement is sometimes questioned as a
useful signal is because the tasks for which machine
classifiers are trained often require discrete decisions
(Gordon et al., 2022). But even then, the presence of
disagreement requires some sort of resolution process,
and the choice of a particular resolution strategy can
lead to bias.
Table 1a shows how several common strategies for
resolving annotator disagreement affects the distribu-
tion of the responses over examples, after resolution
over the empirical annotator response distributions.
Table 1b (respectively, Table 1c) shows what hap-
pens when we use collapsed (respectively, smoothed)
bootstrapped frames instead (and taking the expected
counts of the image/label pairs, rounded to the near-
est whole number, given the sample sample size as the
original dataset). The differences between the three
sets are very small when the plurality response is used.
This is in keeping with conventional wisdom that the
number of annotators need not be very large if plural-
ity is used to resolve disagreement (Snow et al., 2008).
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(a) Naive bootstrap (p = 3×
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(b) Collapsed bootstrap (p =
.003).

600 500 400 300 200
0.00

0.02

0.04

0.06

0.08

0.10
Null hypothesis
Alt hypothesis

(c) Smoothed bootstrap (p =
.3).

(d) The alternative hypoth-
esis is that the data asso-
ciated with each machine
score was generated from a
distinct distribution.
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(e) Naive bootstrap (p <
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(f) Collapsed bootstrap (p <
10−5).
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(g) Smoothed bootstrap (p <
10−5).

(h) The alternative hypothe-
sis is that the data associated
with each label class came
from a distinct distribution.

Figure 5: Bootstrap samples where the test statistic is
the log-likelihood of annotator response distributions
under the null hypothesis, with the null hypothesis is
that the data was generated from a single distribution
and the alternative hypothesis that the data associated
with each machine score (left) label class (right) was
generated from a distinct distribution.

However, the differences between the samples became
increasingly stark as the aggregation methods become
stricter.

5. Tests
We now construct tests for whether the differences ob-
served in annotator response distributions between the
data with machine scores of zero versus one, as shown
in Figure 3, or with different label classes, as shown
in Figure 4, are significant. For any partitioning of the
dataset D = D1 ∪ · · · ∪ Ds (where the partitioning
might represent the different machine scores or the var-
ious label classes), let the null hypothesis be that the
annotator response distributions yi were sampled from
the same underlying distribution FD, as estimated by
the bootstrap sampling frame over all the label distri-
butions D. In our dataset, for naive bootstrapping this
is the distribution shown in Figure 3a.
This is a very strong null hypothesis. It is much more

common to define the null hypothesis in terms of a test
statistic and not worry about the underlying distribu-
tions. This is because, when the null hypothesis is re-
jected, such weaker hypotheses tend to confer a more
positive view of the test statistic, and often it is the test
statistic that is of primary interest, because it is a mea-
sure of performance. But our motivation here is not to
evaluate performance; rather, it is exploratory in nature.
And so we are simply interested in whether the differ-
ences in the distributions we observed are meaningful.
The downside to this approach is that if we reject the
null hypothesis, we can only conclude that the differ-
ences observed are significant; we cannot reasonably
conclude anything positive about the nature of the dis-
tributions.
As our test statistic, we use the log-likelihood of the
null hypothesis:

logFD(D∗
1) + logFD(D∗

2) + · · ·+ logFD(D∗
s)

(2)

Where D∗
1 , . . . , D

∗
s are samples of each partition under

the null hypotheses, i.e., they are samples of the boot-
strap frame FD.
As for computing the p-value, we could, for each boot-
strap sample, compare the value of Equation (2) to the
log-likelihood of the original sample logFD(D1) +
logFD(D2) + · · · + logFD(Ds). However, this
does not take into account that there is sample vari-
ance in the alternative hypothesis i.e., that each
D1, D2, . . . , Ds was drawn from a unique distribution,
FD1

, FD2
, · · · , FDs

, respectively, that is estimated by
sampling with replacement only from the response dis-
tributions in each partition.
And so we compute a second bootstrap, using the
alternative hypothesis as the sampling frame, sam-
pling each D∗

1 , D
∗
2 , . . . , D

∗
s directly from the boot-

strapping frame associated with its partition’s original
sample FD1

, FD2
, · · · , FDs

and for each sample com-
pute its log-likelihood logFD(D∗

1) + logFD(D∗
2) +

· · ·+ logFD(D∗
s) under the null hypothesis.

We then take the p-value to be the point at which the
the observed test statistic is more likely under the alter-
native hypothesis than the null hypothesis, according to
the bootstrap samples.
In each of the subfigures in of Figures 5d and 5h, the
orange (leftmost) distributions are the values of the test
statistic under the alternative hypothesis and the blue
(rightmost) distributions are same values under the null
hypothesis. The p-value is the area under the blue dis-
tribution’s curve to the left of where the two curves in-
tersect (when they intersect).

6. Experiments
Figures 5d and 5h show the results of these tests for par-
titioning by machine score and label class, respectively,
along with the p-values associated with each test. The
size of each bootstrap sample was 100K.
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Smoothed Collapsed Naive KL Wasserstein
Precision 9/9 9/9 8/9 6/9 5/9

1 Muffin Muffin Muffin Muffin Teacher
2 Canoe Canoe Canoe Canoe Athlete
3 Chopsticks Chopsticks Chopsticks Teacher Physician
4 Chef Chef Chef Graduation Chopsticks
5 Athlete Athlete Athlete Chopsticks Coach
6 Lipstick Coach Coach Chef Funeral
7 Smile Lipstick Lipstick Athlete Smile
8 Coach Smile Selfie American football Selfie
9 Child Child Smile Coach Child

10 Selfie Bird Child Lipstick Graduation
11 Firefighter Selfie Firefighter Nurse Construction worker
12 American football Firefighter Bird Selfie American football
13 Construction worker American football American football Smile Lipstick
14 Teacher Construction worker Construction worker Construction worker Thanksgiving
15 Bird Teacher Funeral Child Firefighter
16 Funeral Funeral Teacher Firefighter Canoe
17 Physician Physician Physician Physician Bird
18 Pizza Pizza Pizza Pizza Nurse
19 Graduation Croissant Croissant Funeral Pizza
20 Croissant Graduation Graduation Croissant Muffin
21 Nurse Nurse Thanksgiving Thanksgiving Chef
22 Thanksgiving Thanksgiving Nurse Bus driver Croissant
23 Bus driver Bus driver Bus driver Bird Bus driver

Table 2: Label classes ranked by most-to-least distant from the null hypothesis distribution, according to p-value
by bootstrap strategy (smoothed, naive, collapsed), KL-divergence, or Wasserstein distance. In the smoothed test,
all items above line 9 reject the null hypothesis at the p = .05 level, with Bonferroni correction. Note that the first
seven results in the first column (and more in the second and third columns) all have a p-values of less than 10−5,
which is beyond the precision of the bootstrap to handle. And so we used the order of the items in the KL column
to settle ties in those cases.
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Figure 6: p-values from smoothed bootstrap samples
where the test statistic is the log-likelihood of annota-
tor response distributions under the null hypothesis, for
each class independently, with the null hypothesis that
the data was generated from a single distribution and
the alternative hypothesis that data associated with each
label class was generated from a distinct distribution.
Values with no bar have estimated p-values < 10−5.
The nine classes above “Selfie” are significant at the
.05 level after Bonferroni correction for 69 (3 × 23)
tests.

As we expect, as we move from naive to collapsed
to smoothed bootstrapping, the variance in each boot-
strap sample increases and the null and alternative dis-
tributions move closer together. In the case of la-
bel class partitioning (Figure 5h), these trends are too
small to have a measurable impact on the p-values,
which were too small to measure anyway. But Figure
5d shows that for machine score the choice of boot-
strap strategy makes a big difference. There, both the
naive and collapsed bootstraps yield very low p-values
(p = 3 × 10−5 and p = .003, respectively) and so re-
ject the null hypothesis at very low levels, whereas the
p-value for the smoothed bootstrap (p = .3) is too high
to reject the null hypothesis at any conventional level.
However, recall that we used a smoothing parameter
α = 1 that is higher than what is typically used, and
smaller values can significantly decrease the p-value.
For instance for α = .5 the p-value was .18. So prior
knowledge about what constitutes meaningful smooth-
ing can be important here.
We can take these tests further and use them to dis-
cover label classes that are particularly unlikely under
the null hypothesis, i.e., they are label classes that seem
to invoke particularly anomalous annotator responses.
Figure 6 shows the p-values for hypothesis tests using
the same null and alternate hypotheses and statistical
test as above, but applied one label class at a time only
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to the subset of the data associated with that label.
Table 2 ranks the label classes by p-value in ascending
order. For comparison to standard probability distance
measures, we also show the ranked (in descending or-
der) KL-divergence and Wasserstein distance between
the class distributions (i.e., the alternative hypothesis)
and the null hypothesis.
These results show that the null hypothesis distribu-
tion of all annotator distributions from all label classes
combined does not represent the distributions from in-
dividual label classes. Thus it makes sense to compare
label classes directly to each other. That is, we can
repeat the above experiments with two label classes,
where one class plays the role of the null hypoth-
esis, the other plays the alternative hypothesis, and
we use the likelihood under null hypothesis as the
test statistic. In this way, p-values can be used as a
similarity measure between classes. Figure 7 shows
the p-values between each these pairwise tests, for
smoothed bootstrapping and, for comparison purposes,
KL-divergence and Wasserstein distance.
The likelihood tests above are effective for showing
that conditioning on certain variables leads to mean-
ingful distinctions in annotator response distributions.
However, they tell us little about the quality of those
distinctions. So, turning now on the label class con-
dition only, we use the entropy of the annotator re-
sponse distributions in each class, averaged over all of
the classes.
Figure 8 shows the results of these experiments. One
might expect that, as one moves from naive to collapsed
to smoothed that the entropy of both the null and alter-
nate distributions would be higher and the two distribu-
tions would move closer together. But instead, some-
what unexpected things occur. First, the entropy distri-
butions decrease slightly between the naive (p < 10−5)
and collapsed (p < .16) bootstraps. And then, when
smoothing (p = .0095) is added, the entropies both in-
crease and the distributions separate. We believe this is
due to the presence in the collapsed sample of annotator
distributions with no mass on certain responses (e.g.,
[yYes , yNo , y¬Know ] = [5, 0, 0]. With no smoothing,
such distributions cannot during bootstrapping gener-
ate all distributions (for instance, bootstrapping over
[5, 0, 0] will only ever generate [5, 0, 0], whereas boot-
strapping on [1, 2, 2] can potentially generate any 5-
annotator response). This creates biases toward these
distributions, which also happen to be where most of
the annotator distribution mass is located in the first
stage. And so bootstrap sampling from them tends
to drive entropy down. Smoothing seems to correct
this, even when less smoothing is present. For instance
smoothing with α = .5 yields a p-value of .0074, which
is still acceptably low by most standards.

7. Discussion
As a rule of thumb, the stronger the null hypothesis, the
weaker the test. Our null hypothesis was that the an-
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Figure 7: Similarities between the distributions of an-
notator response distribution between each pair of label
classes, according to p-value by smoothed bootstrap-
ping, KL-divergence, and Wasserstein distance, respec-
tively. For the p-value results, we zeroed out all pairs
whose p-values were less than .05 after Bonferroni cor-
rection. This is because, for the purpose of hypoth-
esis testing at the .05 level, such results are indistin-
guishable from those whose p-values were less than
our bootstrap’s precision 10−5. We apply smoothing to
the KL divergence results to avoid infinity results, and
we take the negative of KL-divergence and Wasserstein
distance.
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(a) Naive bootstrap
(p < 10−5).
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(b) Collapsed
bootstrap
(p = .16).
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Figure 8: Bootstrap samples where the test statistic is
the mean entropy (over all label classes) of the dis-
tribution of annotator response distributions, with the
null hypothesis that the data was generated from a sin-
gle distribution and the alternative hypothesis that data
associated with each label class was generated from a
distinct distribution.

notator distributions observed in key partitions of the
CATS4ML dataset were are all drawn from the same
distribution. We showed that when the partitions are
based on machine label alone, we may not be able to re-
ject this hypothesis, depending on how we model vari-
ance. However, when the partitions are based on label
class, differences in the annotator distributions are sig-
nificant across multiple variants of bootstrapping.
We were able to use bootstrap-based hypothesis tests
to discover annotator classes that were particularly un-
likely to have been sampled from the null hypothesis,
even after Bonferroni correction. We showed that the
classes discovered differ slightly based on the variant of
bootstrap sampling used, and differed even more from
other measures of distribution similarity, including KL-
divergence and Wasserstein distance.
As for how we see these methods used in the future,
we found the p-values based on the log-likelihood un-
der the null hypothesis to be useful for quantifying how
different various subsamples were from each other, in
light of sampling error. We could see it being used as an
alternative to other distance or similarity measures, one
that has the advantage of taking sample size into ac-
count. Often, when pairwise comparing large amounts
of data, it is necessary to sparsify feature relationships,
i.e., eliminate all but the most closely related pairs. Fig-
ure 7 suggests that p-values could provide a principled
way to sparsify data.
This study had a number of limitations. It focused
solely on differences in subsets of the dataset, which
is useful for understanding the quality of data used for
training and test AI systems. We would like to use simi-
lar methods to compare the performance of different AI
systems on the same dataset. Such comparisons require
paired hypothesis testing, which has its own complica-
tions. Hypothesis testing over items (but not annotators
has long been a part of AI research (Mitchell, 1997; Di-
etterich, 1998; Zhang et al., 2004; Berg-Kirkpatrick et
al., 2012; Søgaard et al., 2014) even if it is not as com-
mon as perhaps it should be. It is not entirely clear how
much of what we learned here would apply. For in-
stance, it would not be as easy to collapse the sampling

frames in a paired setting.
We have yet to explore whether the bootstrapping
methods explored here are consistent, in the sense that
the expected estimates they provide approach the ac-
tual population statistics as the sample size approaches
the population size. Bootstrapping, for instance fails, to
have this property with respect to many statistics over
long-tailed distributions.

8. Conclusion
We explore annotator responses as a sampling frame.
Using the CATS4ML dataset, we show that annotator
response distributions form patterns related to specific
input features (labels classes in our case) that cannot
be explained by chance, as witness by our hypothesis
tests. We show that hypothesis testing can be used to
identifying particularly anomalous distributional pat-
terns and to measure the similarity between different
samples in a way that accounts for sample size. We
propose the log-likelihood of a sample under the null
hypothesis as a used test statistic for exploration in this
space. Future work will seek to extend these methods
to A/B testing of AI systems that predict annotator re-
sponse distributions.
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Abstract
This pilot study employs the Wizard of Oz technique to collect a corpus of written human-computer conversations in the
domain of customer service. The resulting dataset contains 192 conversations and is used to test three hypotheses related to the
expression and annotation of emotions. First, we hypothesize that there is a discrepancy between the emotion annotations of
the participant (the experiencer) and the annotations of our external annotator (the observer). Furthermore, we hypothesize that
the personality of the participants has an influence on the emotions they expressed, and on the way they evaluated (annotated)
these emotions. We found that for an external, trained annotator, not all emotion labels were equally easy to work with. We
also noticed that the trained annotator had a tendency to opt for emotion labels that were more centered in the valence-arousal
space, while participants made more ‘extreme’ annotations. For the second hypothesis, we discovered a positive correlation
between the personality trait extraversion and the emotion dimensions valence and dominance in our sample. Finally, for the
third premise, we observed a positive correlation between the internal-external agreement on emotion labels and the personality
traits conscientiousness and extraversion. Our insights and findings will be used in future research to conduct a larger Wizard
of Oz experiment.

Keywords: emotion analysis, Wizard of Oz study, conversational data collection, customer profiling, customer service

1. Introduction
Customer service (CS) delivery models are transform-
ing due to recent technological advances (Deloitte Dig-
ital, 2021). Besides assisting human operators in their
tasks, NLP techniques are increasingly implemented in
autonomous conversational agents that can engage with
clients on a 24/7 basis. To improve the quality of con-
versation, novel resources and methodologies are in-
troduced to make human-computer interactions more
personalized and empathic.
In this paper, we investigate variation in the expression
and annotation of emotions during human-computer
conversations. Insights in these types of variation will
not only be helpful to craft more representative anno-
tation frameworks, but they can also be used in the
design of emotion detection systems. We present a
pilot Wizard of Oz (WOZ) experiment that was con-
ducted to study these variations. In a WOZ experi-
ment, a wizard (the experimenter) pretends to be an au-
tonomous conversational agent that interacts with the
participants. Our experimental setup involved 16 vol-
untary participants that each had 12 successive con-
versations with the wizard. Each conversation was
grounded in an event associated with a commercial sec-
tor (e-commerce, tourism, telecommunication) and was
linked to a predefined sentiment trajectory along which
the wizard tried to steer the conversation (e.g., nega-
tive → positive). The events and sentiment trajectories
were kept consistent across participants, while we also
tried to restrict the variation in responses of the wizard
to a minimal. The conversations were afterwards anno-

tated for emotions by both the participant and a trained
annotator. Finally, we collected profiling information
(age, gender, personality) on the participants.

The resulting dataset is also used to tentatively inves-
tigate three hypotheses. First, the annotation and sub-
sequent prediction of emotions are notoriously difficult
tasks due to the high degree of ambiguity that is in-
volved. The fact that it is hard to obtain acceptable
scores of inter-annotator agreement (IAA) on emotion
annotations underscores this point (Schuff et al., 2017;
De Bruyne et al., 2020; Troiano et al., 2021). We thus
hypothesize that not all emotions are equally easy to
annotate by external annotators, as some might sim-
ply be expressed too implicitly. Second, we regard
emotions as dynamic attributes of the customer that
can shift at each utterance in the conversation. Even
though dialogue participants remain often in the same
emotional state while exchanging turns, this can change
if external stimuli are introduced (Poria et al., 2019).
Emotions are therefore closely linked to (i) the event
that happened prior to the conversation, and (ii) the re-
sponse strategies the wizard applied. We hypothesize
that the effect of external stimuli on emotions dif-
fers across individuals depending on their person-
ality. We combine the two previous hypotheses in our
final premise by postulating that a participant’s per-
sonality influences the annotator agreement he/she
obtains with the external annotator.

The remainder of this paper is structured as follows.
Section 2 introduces the related research on emotion
annotations and the Wizard of Oz technique. Section 3
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describes the experimental setup of our study, while the
resulting dataset is analyzed along three hypotheses in
Section 4. Finally, Section 5 concludes this study with
our main findings and suggestions for future research.

2. Related Research
Section 2.1 gives a concise overview of the different
models used to capture emotions. It also focuses on
IAA studies conducted for emotion annotation tasks,
and links these studies to research on the possible
causes of annotation disagreement. Section 2.2 intro-
duces the WOZ technique and describes other studies
that applied this technique.

2.1. Emotion Models and IAA
Emotions can be captured in two types of frameworks:
categorical and dimensional models. Ekman (1992) in-
troduced the most popular categorical model that con-
sists of six emotions based on universal facial expres-
sions: anger, disgust, fear, joy, sadness, surprise. This
model was extended by Plutchik (1980) who added
the primary emotions anticipation and trust. In recent
years, researchers have realized that our ability to ex-
press and interpret emotions goes beyond a small set of
basic emotions (Skerry and Saxe, 2015), which resulted
in new datasets annotated along large taxonomies of
categorical labels (Cowen and Keltner, 2017; Rashkin
et al., 2019; Demszky et al., 2020).
Dimensional emotion models are less frequently used,
even though, in contrast to categorical frameworks,
they are not limited in the number of emotions they can
capture (Canales and Martı́nez-Barco, 2014). More-
over, they can more easily be compared across different
domains (Buechel and Hahn, 2016). Dimensional emo-
tion annotations are made along two or three indepen-
dent axes. The first dimension valence represents emo-
tions on a displeasure-pleasure continuum; the second
dimension arousal depicts the intensity of emotions
on a passive-active continuum; the third (often omit-
ted) dimension dominance portrays the degree of con-
trol over the affective state on a submissive-dominant
scale (Mehrabian and Russell, 1974).
As emotion annotations are linked to a high degree
of subjectivity and ambiguity, both categorical and di-
mensional models struggle to reach acceptable lev-
els of inter-annotator agreement (Wood et al., 2018;
De Bruyne et al., 2020). Moreover, the more fine-
grained the annotation framework is, the lower the
agreement amongst annotators becomes (Labat et al.,
under review). Some researchers have recently started
to look at factors that potentially cause disagreement
between annotators (Troiano et al., 2021). Our current
study contributes to this line of work.

2.2. Wizard of Oz Study
The Wizard of Oz technique is mainly used to mimic
human-robot interactions and to test hypotheses in that
setting. Participants of a WOZ experiment interact with

a wizard that pretends to be an autonomous computer
system, but that in reality is partially/fully controlled
by a human operator (Riek, 2012). Some WOZ stud-
ies involve prior knowledge of the participant, other
studies apply a low level of deceit to elicit more nat-
ural responses. Since its introduction in the mid-80s,
the technique is frequently used in interdisciplinary re-
search on a variety of topics, such as the effect of po-
liteness on learning outcomes (Wang et al., 2008), anal-
ysis of customer experiences (Wei and Le, 2018), diag-
nosis of mental health problems (Gratch et al., 2014),
the successfulness of persuasion strategies (Adler et al.,
2016), and the creation of data-driven dialogue sys-
tems (Budzianowski et al., 2018).

3. Experimental Design
To collect written conversational data, we designed an
online interface in which participants acted in the role
of customers and chatted with a wizard about events
that occurred in a customer service setting. Our partic-
ipants did not know that the so-called computer system
they interacted with was actually fully controlled by the
experimenter. As we collected profiling information,
the experimental setup was submitted to and approved
by the Ethics Committee of the faculty of Arts and Phi-
losophy at Ghent University.1

3.1. Events and Sentiment Trajectories
All participants had 12 successive conversations with
our wizard. Each of these conversations was grounded
in a predefined event description. Descriptions are
linked to a company that is active in Flanders, the
Dutch-speaking community in Belgium, and that rep-
resents one of three economic sectors: Bol.com (e-
commerce), Airbnb (tourism), and Telenet (telecom).
The events are further associated with one of four pre-
defined sentiment trajectories: positive → negative,
negative → positive, neutral → negative, neutral →
positive. The sentiment trajectories were only visible
to the experimenter who had to steer the conversation
towards a given end sentiment. We decided to work
with sentiment trajectories instead of emotion trajecto-
ries (e.g., anger → admiration) to give more conversa-
tional freedom to both the participant and the wizard.
In the Appendix, Figure 5 contains an example conver-
sation, while Table 2 offers a detailed overview of the
12 event descriptions in which the conversations were
grounded. Even though we worked with these 12 event
descriptions for all participants, the order in which they
were presented to the participants differed to avoid un-
desired sequential effects.

3.2. Response Strategies
The wizard tried to direct each conversation along a
fixed sentiment trajectory. For example, positive emo-

1Participants could withdraw their participation up to 5
days after the experiment. The data records were anonymized
in order to assure the privacy of the participants.

67



tions could be evoked by being helpful or showing em-
pathy, while negative emotions were induced by be-
ing impolite, introducing repetitions, or answering be-
side the point. To remain as consistent as possible
across different participants, we worked with standard-
ized replies for eight response strategies that are typ-
ical in the domain of customer service: (i) apology,
(ii) cheerfulness, (iii) empathy, (iv) gratitude, (v) ex-
planation, (vi) help offline, (vii) request information,
and (viii) other (Labat et al., 2020). We must, how-
ever, acknowledge that one can never fully control the
participant’s conversational output. As the wizard must
reply at all times, its responses can slightly differ across
participants. Nevertheless, responses are always in line
with the given sentiment trajectory.

3.3. Emotion Annotations

Once all conversations were collected, both the par-
ticipant and the external, trained annotator (the exper-
imenter) proceeded to annotate emotions. Both par-
ties were given a set of 15 emotions to label utter-
ances: admiration, amusement, anger, annoyance, ap-
proval, confusion, desire, disappointment, disapproval,
disgust, fear, gratitude, joy, love, sadness. An addi-
tional neutral category was introduced to label objec-
tive utterances. We composed the emotion taxonomy
by combining a concise set of five emotions used for
cross-domain comparisons (De Bruyne et al., 2020)
with emotion labels that are frequent in the domain of
customer service (Labat et al., under review). Besides
categorical annotations, the experimenter also made di-
mensional annotations for valence-arousal-dominance
(VAD) on three 5-point scales. While annotators were
not restricted in the number of emotion labels they
could assign to a given utterance, only one score per
utterance could be made for each VAD dimension.

3.4. Participants and Profiling Information

This pilot study was conducted with 16 participants.
Participants had to be older than 18 years, have a sta-
ble internet connection, and speak Dutch as a mother
tongue. Given the small scale of our experiment, partic-
ipants were recruited through word-of-mouth advertis-
ing and participated on a voluntary basis without remu-
neration. The experiments were conducted from mid-
March to mid-April 2021.
After the WOZ session, participants were asked to fill
out their customer profile. We collected three types
of profiling information: year of birth, biological gen-
der, and personality. To collect personality types, par-
ticipants filled in a Dutch version of the IPIP-NEO-
120 test (Johnson, 2014). The test measures person-
ality across five dimensions: neuroticism, extraversion,
openness, agreeableness, and conscientiousness. For
each dimension, 24 questions are answered with one of
five possible answers ranging from very inaccurate to
very accurate.

4. Corpus Analysis along Hypotheses
The resulting dataset of our experiment consists of
192 conversations that contain 3,089 utterances in to-
tal. 1,684 of these utterances are written by the wizard,
while the remaining 1,405 are written by the partici-
pants and have been annotated for emotions. In Sec-
tion 4.1, we introduce the proposed hypotheses with
respect to the variables of our corpus, and their interre-
lationship. Afterwards, we analyze our three hypothe-
ses in chronological order in Sections 4.2, 4.3, and 4.4.

4.1. Hypotheses
We are interested in three hypotheses:

• H1: Not all emotions are equally easy to annotate
by external annotators. Some experienced emo-
tions might simply be expressed too implicitly.

• H2: The effect of external stimuli (such as event
and responses) differs across individuals, depend-
ing on their personality.

• H3: A participant’s personality influences the
level of agreement he/she achieves on emotion an-
notations with the external annotator.

To better explain these hypotheses in the context of our
dataset, we created an interrelationship digraph in Fig-
ure 1. In this digraph and our hypotheses, we distin-
guish internal annotations Ai (made by the person who
experienced an affective state) from external annota-
tions Ae (made by a trained annotator who has only
access to the written utterance). For the first hypothe-
sis, we will look at the agreement between internal and
external annotations to investigate which emotion la-
bels cause disagreement when the point of view of the
annotator shifts. The second hypothesis focuses on the
relationship between personality (part of the customer
profile P ) and emotion annotations Ae. Finally, the
third hypothesis studies the relationship between per-
sonality (part of P ) and the internal-external annotator
agreement (Ai-Ae).

Figure 1: Interrelationship digraph of the variables cus-
tomer profile (P ), expressed utterances (U ), internal
annotations (Ai), and external annotations (Ae).

4.2. Internal versus External Annotations
For H1, we explore the extent to which the partici-
pants and the external annotator agree on the task of
emotion labelling. Since we are especially interested
in the agreement on each emotion label, we calculate
Cohen’s κ for individual labels. We also take into ac-
count the frequencies with which labels were assigned
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to utterances, as lower levels of agreement will usu-
ally be obtained for more infrequent labels. The results
of this analysis are shown in Table 1. From this table,
we extract five emotion labels that occur frequently, but
that still have relatively low κ scores: confusion, desire,
anger, disapproval, and approval. These five emotions
are examined in more detail in Figure 2.

Emotion C(Ai) C(Ae) Cohen’s κ

Gratitude 184 215 0.565
Neutral 487 502 0.480
Joy 66 47 0.401
Annoyance 281 324 0.384
Disappoint. 72 38 0.340
Confusion 102 38 0.182
Admiration 16 6 0.177
Desire 58 139 0.165
Anger 60 10 0.161
Disapproval 97 153 0.126
Amusement 17 5 0.086
Disgust 23 6 0.063
Approval 48 67 0.013
Sadness 6 2 -0.002
Fear 9 0 NA
Love 0 0 NA

Table 1: The table shows the number of internal an-
notations (C(Ai)), the number of external annotations
(C(Ae)), and the IAA of internal and external annota-
tors (Cohen’s κ) for each emotion.

Figure 2: For all internal annotations (Ainternal) with
a given emotion category, this figure plots the emotions
that the external annotator (Aexternal) picked to label
the same instances.

Figure 2 investigates the extent to which the external
annotator agreed with the internal annotators. If dis-
agreement occurred, we explore which other emotion

labels the external annotator selected. Although labels
selected by the external annotator do not always cor-
respond to the internal annotations, we find that the
two groups of annotations are often semantically re-
lated. For the more extreme emotion anger, we see that
the external annotator prefers similar labels that are,
however, more centered in the valence-arousal (VA)
space (see Labat et al. (under review) for a detailed
overview). Similarly, internal annotations with more
‘moderate’ labels (e.g., approval, confusion, desire) are
often confused with neutral. Finally, the internal emo-
tion confusion seems particularly daunting to label, as
it is often labelled with both negative and positive emo-
tions by the external annotator.

4.3. Personality and Emotion Expressions
For our second hypothesis, we explore how variation
in expressed emotions Ae can be linked to personality
(part of P ). As our study was conducted with a small
group of 16 participants, we only aim to tentatively in-
vestigate whether some correlations can be found. We
decided to work with the external annotations Ae for
this hypothesis, as (i) they are consistently made by the
same annotator across different experimental trials, and
(ii) they contain VAD scores.

Figure 3: Three scatterplots with regression lines that
plot the correlations between each personality dimen-
sion and the variables valence, arousal, dominance.

We plotted three scatterplots in Figure 3. Each plot
shows the relation between the independent variable
personality and one of the VAD dimensions. Since per-
sonality traits were captured on five dimensions, the
colour and form of the markers distinguish between
these five traits. For each personality dimension, we
plotted one point per participant. To this end, we used
a single score per VAD dimension, which was obtained
by averaging all scores for a given dimension across the
different utterances of a participant. For each personal-
ity dimension, we also plotted a linear regression line
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to better visualize possible correlations. In most cases,
there seems to be no correlation between personality
and emotional dimensions. There are, however, two ex-
ceptions to this trend, as the personality trait extraver-
sion correlates positively with valence (Pearson’s cor-
relation coefficient r-value = 0.480, p-value = 0.060)
and dominance (r-value = 0.551, p-value = 0.027

∗).
This implies that in our small sample, extraverted par-
ticipants were more positive and dominant in the emo-
tions they expressed than their introverted counterparts.

4.4. Personality and Emotion Annotations
The third and final hypothesis states that participants’
personality (part of P ) not only influences the emotions
they express, but also the way in which they evalu-
ate their own emotional states through annotations. To
study variation in annotations across participants, we
looked at the level of agreement between their emotion
annotations (Ai) and the annotations of our external,
trained annotator (Ae), since the latter made consis-
tent annotations across the different participants. We
used Krippendorff’s α (Krippendorff, 2004) with Jac-
card distance to calculate internal-external annotator
agreement on the emotion labelling task.

Figure 4: Scatterplot with regression lines showing the
correlation between each personality dimension and
the internal-external annotator agreement.

Figure 4 plots the relation between the independent
variables personality traits and the dependent variable
internal-external annotator agreement. As in Figure 3,
the colour and form of the markers represent the dif-
ferent personality traits. For each personality trait, we
also plotted a linear regression line to visualize possible
correlations. We find that there exists a strong positive
correlation between the personality trait extraversion
and the annotator agreement (r-value = 0.655, p-value
= 0.006

∗∗). Moreover, we notice a moderate positive
correlation between the personality trait conscientious-
ness and the annotator agreement (r-value = 0.484, p-
value = 0.058). This means that in our sample, partici-
pants who are more outgoing or conscientious achieve
higher agreement with the standard emotion annota-
tions of our external annotator. We are unknown to the
exact causes of this correlation, as multiple other vari-

ables may also play a role. The positive effect on anno-
tator agreement could, for example, also be caused by
the fact that (i) these participants lexicalize their emo-
tions more strongly, or that (ii) their personality corre-
sponds better to the personality of our external annota-
tor. More research is needed to see whether these find-
ings hold for a larger sample size and for other external
annotators with different personalities.

5. Conclusion
In this paper, we presented a WOZ experiment that
was conducted to investigate variation in both the an-
notation and expression of emotions during human-
machine conversations in the domain of customer ser-
vice. We found that some emotion classes are more
easy to label in written chat conversations than oth-
ers. Moreover, in contrast to the internal annotations,
our external annotator often opted for emotion labels
that were less extreme in their valence and arousal.
This finding is interesting for the design of annotation
guidelines in the domain of CS, as it is crucial to de-
tect negative emotions in time before they become too
extreme. For the link between personality and the ex-
pression of emotions, we discovered that the person-
ality trait extraversion correlated positively with both
valence and dominance in our sample. Finally, as for
the relation between personality and internal-external
annotator agreement, we observed that the personal-
ity traits extraversion and conscientiousness correlated
positively with annotator agreement. Given the promis-
ing results of this study, we will apply our insights and
findings to conduct a similar Wizard of Oz experiment
on a larger group of participants.
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Appendix

Figure 5: Example conversation to illustrate our experi-
mental setup. Although the conversations in our dataset
are in Dutch, this example is in English so that non-
native Dutch speakers can also understand it.

positive → negative negative → positive neutral → negative neutral → positive
C thanks B for C complains about Gift voucher gives C wants to return

Bol.com speedy package undelivered product an invalid code. headphones that
delivery. and bad service. arrived damaged.
C thanks B for Host cancelled stay, C forgot phone C needs to cancel

Airbnb great service. C asks for sanc- charger in the stay due to
tions. accommodation. quarantine.

C thanks B for C missed promo- Digicorder records C wants to change
Telenet listening to tion due to bad wrong show. subscription due to

suggestion. client service. lack of mobile data.

Table 2: Event descriptions and corresponding sen-
timent trajectories in which the 12 conversations are
grounded. C stands for customer, while B stands for
the (chat)bot that is in reality operated by a human ex-
perimenter.
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Abstract
This paper presents an overview of text visualization techniques relevant for data perspectivism, aiming to facilitate analysis of annotated
datasets for the datasets’ creators and stakeholders. Data perspectivism advocates for publishing non-aggregated, annotated text data,
recognizing that for highly subjective tasks, such as bias detection and hate speech detection, disagreements among annotators may
indicate conflicting yet equally valid interpretations of a text. While the publication of non-aggregated, annotated data makes different
interpretations of text corpora available, barriers still exist to investigating patterns and outliers in annotations of the text. Techniques
from text visualization can overcome these barriers, facilitating intuitive data analysis for NLP researchers and practitioners, as well
as stakeholders in NLP systems, who may not have data science or computing skills. In this paper we discuss challenges with current
dataset creation practices and annotation platforms, followed by a discussion of text visualization techniques that enable open-ended,
multi-faceted, and iterative analysis of annotated data.

Keywords: annotation, dataset, visualization, data analysis, exploratory search, inter-annotator agreement, perspectivism

1. Introduction
In response to growing evidence of biases in machine learn-
ing models, such as classification (Dinan et al., 2020; Diaz
et al., 2018), topic modeling (Morstatter et al., 2018),
N-grams (Nobata et al., 2016), coreference resolution
(Rudinger et al., 2018), machine translation (Nekoto et al.,
2020), word embeddings (Caliskan et al., 2017; Bolukbasi
et al., 2016), search engines and information retrieval (No-
ble, 2018; Sweeney, 2013), and computer vision (Prabhu
and Birhane, 2021), efforts to uncover the source of such
biases have found biased training datasets to be a contribut-
ing factor (Prabhu and Birhane, 2021; Cao and Daumé III,
2020; Perez, 2019). The machine learning community has
moved towards ever-larger datasets, based on the assump-
tion that more data means more representative datasets
(Frické, 2015). In reality, the bigger the dataset, the more
difficult it is to ensure the data do not contain harmful rep-
resentations of people (Bender et al., 2021; Prabhu and
Birhane, 2021). The size of a dataset does not correlate
to how representative its data are because data must be
collected with instruments, and instruments are imperfect
(Bender et al., 2021; Welty et al., 2019; Frické, 2015).
Choices made regarding what data to collect and how to
collect them influence how well a dataset represents the
population it is meant to represent (D’Ignazio and Klein,
2020; Perez, 2019; Frické, 2015). Hutchinson et al. (2021),
Jo and Gebru (2020), Bender and Friedman (2018), and
Gebru et al. (2018) encourage new documentation prac-
tices to contextualize datasets and facilitate critical reflec-
tion on the implications of their use in models. Documen-
tation alone, however, cannot mitigate datasets’ biases and
resulting harms.
While documentation of a dataset provides valuable con-
textual information about why data were collected, how the
data are structured, and what the intended use of the data

are, documentation cannot replace analysis for understand-
ing the perspectives represented in a dataset. Methods for
studying which perspectives are and are not included in a
dataset have yet to be established. While methods such as
jury learning (Gordon et al., 2022) and perspective-aware
modeling (Akhtar et al., 2021) aim to incorporate more than
one annotator’s perspective in model development, they can
only incorporate perspectives that have been represented in
the annotation process.
For communities of people not involved in a dataset’s cre-
ation or annotation, existing approaches to creating and
analyzing datasets continue to exclude their perspectives.
In this paper, we encourage collaboration across the natu-
ral language processing (NLP) and text visualization com-
munities to diversify the perspectives considered during
dataset creation. Building on data perspectivism, which
advocates for the publication of non-aggregated, annotated
datasets (Basile, 2022; Basile et al., 2021), we propose ex-
ploratory text visualization techniques as a method for ana-
lyzing the different perspectives represented in and missing
from annotated data.
Though existing text annotation platforms incorporate data
visualizations, these platforms assume the aim of the anno-
tation process will be to reconcile disagreements to create
a single version of a dataset, or gold standard. This pa-
per presents exploratory text visualization techniques as a
complement to data perspectivism, aiming to improve the
quality of datasets for model training through analysis of
perspectives that are and are not represented in annotations.
We begin by defining three key terms used throughout this
paper (§2). Next, we summarize current practices for creat-
ing annotated datasets and their associated challenges (§3).
We then present techniques from the text visualization com-
munity that can address these challenges and advance data
perspectivism in NLP (§5). Lastly, we conclude with a
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summary of the paper and envisioned future work for anal-
ysis of non-aggregated, annotated text corpora (§6).

2. Definitions
Data Perspectivism We use data perspectivism as Basile
et al. (2021) define the term: “the adoption of meth-
ods that integrate opinions and perspectives of human sub-
jects involved in the knowledge representation step of ML
[machine learning] processes” (1). The Perspectivist Data
Manifesto expands on this definition with action points for
executing data perspectivism in NLP research: publishing
non-aggregated, annotated datasets and avoiding training
models on aggregated annotated datasets, often referred to
as gold standards (Basile, 2022).
Exploratory Search Drawing on information retrieval and
human-computer interaction literature, we use the term ex-
ploratory search to refer to an information seeking process
in which the information seeker’s task cannot be reduced to
a single question and answer. Exploratory search is distinct
from look up or querying search tasks (Athukorala et al.,
2015; Marchionini, 2006). During exploratory search, the
information seeker refines their questions as they become
more familiar with a topic. The answer to an initial ques-
tion often reveals new questions for the seeker to research.
Information retrieval and human-computer interaction liter-
ature characterizes exploratory search as multi-faceted, it-
erative, and open-ended (White and Roth, 2009), involving
mental processes of synthesis and evaluation to learn some-
thing new (Athukorala et al., 2015; Marchionini, 2006).
Stakeholders We refer to stakeholders of datasets, and
by extension machine learning models trained on those
datasets, as people who influence or are influenced by the
datasets. Drawing on the definition of stakeholders in NLP
research from Havens et al. (2020), we include “(1) the
researcher(s), (2) producers of the data, (3) institutions pro-
viding access to the data, (4) people represented in the data,
and (5) people who use the data” (110) in our use of the
term. Furthermore, as Bender and Friedman (2018) note,
we emphasize that a dataset’s stakeholders may or may
not directly interact with the dataset; people may be influ-
enced by a dataset even if they did not participate in its cre-
ation. Stakeholders may experience these influences posi-
tively, if they are given power or advantage over others, or
negatively, if they are oppressed or discriminated against
(D’Ignazio and Klein, 2020).1 For extensive discussion of
how stakeholders experience positive and negative impacts
from data, please refer to the books by Perez (2019), Noble
(2018), and O’Neil (2017).

3. Related Work
Existing annotation platforms assume the aim of the an-
notation process will be reconciling disagreements to cre-
ate a single version of a dataset, or gold standard. Many

1For example, Sweeney (2013) demonstrated how Google Ads
discriminated against people whose names are predominant in
black communities relative to names predominant in white com-
munities in the United States. This positively impacts job appli-
cants with stereotypically white names and negatively impacts job
applicants with stereotypically black names.

annotation platforms focus on supporting the actual an-
notation work: loading a text corpus, applying labels,
and adding notes explaining the labels (Pérez-Pérez et
al., 2015). Among the platforms that allow for annota-
tion workflow management more broadly, such as GATE
Teamware (Bontcheva et al., 2013), Argo (Batista-Navarro
et al., 2016), and Marky (Pérez-Pérez et al., 2015), the
focus is on the management of multiple annotators, fa-
cilitating annotation corrections and reconciliation. The
underlying assumption of these platforms is that annota-
tor disagreement should be minimized and one version
of a dataset will be created. These platforms thus have
limited support for a perspectivist approach, where re-
searchers investigate annotators’ disagreements and publish
non-aggregated, annotated data.
Though existing annotation platforms do provide helpful
data visualizations, the visualizations are explanatory rather
than exploratory. For example, GATE Teamware uses a
flow diagram for visualizing the annotation workflow and a
pie chart for visualizing annotation progress (Bontcheva et
al., 2013), and Marky uses a bar chart to visualize F scores
across rounds of annotation (Pérez-Pérez et al., 2015). As
explanatory visualizations, these diagrams and charts are
effective in their aim of explaining the annotation work-
flow, process, and agreement measures. However, they
cannot facilitate analysis of patterns and outliers in anno-
tators’ distinct approaches to labeling text. Such analysis
requires navigation between overviews and detailed views
of annotated text corpora, and comparative views of differ-
ent annotators’ labels to the same text. Existing annotation
platforms provide no way to study the inconsistencies in an
annotator’s labels, which could indicate uncertainty in the
text that cannot be represented with a single label; nor do
they provide a way to study outliers in annotators’ labels,
which could indicate perspectives that are underrepresented
in the data. Instead, existing annotation platforms support
practices that minimize inconsistencies and outliers.
For tasks that yield high variability among annotators, there
is value in maintaining annotators’ disagreeing labels (Da-
vani et al., 2022; Sang and Stanton, 2022; Basile et al.,
2021). Basile et al. (2021) propose “data perspectivism” as
particularly valuable for these annotation tasks, such as de-
tecting hate speech (Sang and Stanton, 2022), social biases
(Sap et al., 2020), or gender biases (Havens et al., 2022).
Data perspectivism incorporates multiple perspectives in
datasets intended for model training, keeping all annota-
tors’ representations of knowledge through the publication
of non-aggregated versions of the annotated text data. Rep-
resenting multiple perspectives in data is important because
interpretation of language changes across contexts, such as
different geographic locations and cultures (Sambasivan et
al., 2021), racialized ethnicities (Crenshaw, 1991), domains
(Basta et al., 2020), time periods (Shopland, 2020; Spencer,
2000), and people (Denton et al., 2021).
Data perspectivism aligns with “data feminism” (D’Ignazio
and Klein, 2020) which views data as situated and par-
tial. Data feminism draws on feminist theories’ rejec-
tion of universal knowledge in favor of multiple, different,
and equally valid perspectives (Harding, 1995; Haraway,
1988). The process of labeling text and documents, whether
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with human annotators or classification models, inevitably
records, and thus gives power to, particular people’s per-
spectives while excluding others’ perspectives (D’Ignazio
and Klein, 2020; Bowker and Star, 1999). Though writ-
ing for the information sciences, the caution of Bowker
and Star (1999) remains relevant to NLP dataset creation
and model development: “each category valorizes some
point of view and silences another. This is not inherently
a bad thing–indeed it is inescapable. But it is an ethical
choice, and as such it is dangerous” (5). Publishing non-
aggregated, annotated data is the first step towards address-
ing the dangers of classification, making the data available.
That being said, the availability of data does not ensure its
accessibility (Mons et al., 2017).

4. Why Data Perspectivism Needs
Exploratory Visualization

Due to annotated text data’s (1) large size, (2) complexity,
and (3) variability, publishing non-aggregated, annotated
data does not ensure the data’s accessibility. Firstly, the
amount of annotations and text needed to train NLP mod-
els results in annotated datasets of such large size that they
cannot be reasonably expected to be manually reviewed.
Consequently, analyzing annotated text data requires skills
with particular data formats and programming languages,
excluding stakeholders in NLP systems who do not have
these skills from the data analysis process. Secondly, anno-
tation taxonomies are not standardized. Even for the same
task, multiple taxonomies may exist. For example, Dinan
et al. (2020) and Hitti et al. (2019) propose two differ-
ent taxonomies for the same task, classifying gender biased
language, that do not have a single category in common.
Thirdly, data formats for annotated text corpora vary. For
example, existing annotation platforms may output anno-
tated data as Plaintext (Stenetorp et al., 2012), CSV (Chew
et al., 2019), or JSON (Nakayama et al., 2018). The orga-
nization of annotated data within these file formats varies
according to each annotation platform’s design and each
project’s annotation taxonomy. As a result, anyone wishing
to review an annotated dataset must first learn how the an-
notations and original text are represented in particular file
formats. Though Plaintext, CSV, and JSON are not unusual
data formats, for stakeholders of a dataset without data sci-
ence or computing experience, these file format’s organiza-
tion of data may not be intuitive. Moreover, while docu-
mentation such as data statements (Bender and Friedman,
2018) provides valuable overviews of annotated datasets, if
a person aims to understand the perspectives that different
annotations communicate across a text corpus, data analysis
remains necessary. To complement the overview that doc-
umentation such as data statements provide, we encourage
NLP dataset creators to utilize text visualization techniques
when publishing non-aggregated, annotated data.
Within the data visualization community, numerous tech-
niques exist to explore text. For a comprehensive survey
of text visualizations, please refer to the survey of surveys
by Alharbi and Laramee (2019) or, for an interactive ex-
ploration, the Text Visualization Browser of Kucher and
Kerren (2015). Focusing specifically on opportunities be-
tween text visualization and text mining, Liu et al. (2019)

survey 4,609 papers and identify classification as underrep-
resented in text visualization papers relative to text mining
papers. The authors note an opportunity in text visualiza-
tion research to better study how to interactively visual-
ize the complexities of text classification processes. With
many publications of visualization techniques repeatedly
using the same selection of datasets that do not reflect the
complexities of more widely relevant or important datasets
(Kosara, 2018), we identify a mutually beneficial collab-
oration opportunity between the NLP and data visualiza-
tion communities. This collaboration could lead to “new
techniques for AI explainability” (Basile et al., 2021, 2-3),
contributing to the NLP and wider machine learning com-
munity, while also beginning to address the “ethical chal-
lenge in visualization...to visualize the provenance of data
and decision-making” (Correll, 2018, 7), contributing to the
data visualization community. The next section describes
specific techniques from text visualization relevant to ana-
lyzing non-aggregated, annotated data.

5. Exploratory Text Visualization
Techniques for Data Perspectivism

Recognizing the need to facilitate exploratory search of
non-aggregated, annotated data, we see an opportunity for
the NLP community to collaborate with the text visualiza-
tion community. As defined in §2, exploratory search refers
to an open-ended information seeking process in which the
questions guiding an information seeker are multi-faceted,
and the answers to those questions are put together iter-
atively (Athukorala et al., 2015; White and Roth, 2009;
Marchionini, 2006). Exploratory search requires collabo-
ration between computers and humans, as an information
retrieval system responds to the information seeker’s inter-
actions with it, and the seeker refines and tailors their inter-
actions with the system based on the information presented
to them (White and Roth, 2009). Interactive data visualiza-
tion facilitates such collaboration between computers and
humans (Hammer et al., 2013; Keim, 2002).
Interactive data visualization, specifically text visualization
for text data, provide techniques for visually representing
and interrogating non-aggregated, annotated text data:
(1) Large Size Exploring data visually makes use of hu-
mans’ “perceptual abilities” (Keim, 2002). For a person
exploring non-aggregated, annotated text datasets, visual
design cues such as color, transparency, and position draw
on the strength of human vision (Hutmacher, 2019) to com-
municate patterns and outliers in the annotations when pre-
sented at a high level, or zoomed out, overview.
(2) Complexity Providing manual interaction mechanisms
facilitates self-guided, iterative analysis. For a person ex-
ploring non-aggregated, annotated text data, interactions
with high- and low-level views of the data would facilitate
learning and comprehension of how different annotators in-
terpreted an annotation taxonomy. Notably, this learning
and comprehension would be based on the actual applica-
tion of the taxonomy’s labels to text, rather than an abstract
representation of text, for example, in vector space (which
Goldfarb-Tarrant et al. (2021) have demonstrated the limi-
tations of regarding offensive language in text).
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Figure 1: The Language Interpretability Tool by Tenney and Wexler et al. (2020) uses multiple coordinated views for
exploratory analysis of a model’s performance: “The top half shows a selection toolbar, and, left-to-right: the embedding
projector, the data table, and the datapoint editor. Tabs present different modules in the bottom half; the view above shows
classifier predictions, an attention visualization, and a confusion matrix.” (108). Figure reproduced with author permission.

(3) Variability Representing annotated text data visually
relies on human intuition rather than knowledge of math-
ematical or statistical concepts, or skills with a particular
data format or programming language (Keim, 2002). For a
person exploring non-aggregated, annotated text datasets, a
text visualization interface would facilitate efficient search
and analysis without requiring any prior knowledge or
skills in data science or computing. As a result, a more
diverse group of stakeholders in an NLP system could par-
ticipate in the analysis of annotated text corpora.
From among the many text visualization techniques (Cao
and Cui, 2016; Puretskiy et al., 2010) that exist, we
highlight two techniques particularly relevant to data per-
spectivism: multiple coordinated views and interconnected
terms. Multiple coordinated views combine multiple visual
representations of a text corpus at different levels of de-
tail, where interaction with one representation leads to cor-
responding changes in the other representations (Cao and
Cui, 2016). The Language Interpretability Tool (LIT)2 of
Tenney and Wexler et al. (2020), displayed in Figure 1, uses
multiple coordinated views to analyze a language model’s
performance. The visualization supports the three charac-
teristics of exploratory search:

• Multi-faceted A person can analyze multiple aspects
of a model’s performance at multiple levels of detail,
including the application of labels in the “Classifica-
tion Results” view, the attention of the model to spe-
cific terms in the “Attention” view, and the data on
which to study a model’s performance in the “Data
Table” and “Datapoint Editor” views.

2pair-code.github.io/lit/

• Iterative A person can iteratively refine their analy-
sis by selecting different subsets of data in the “Data
Table” view, or editing datapoints with the “Datapoint
Editor” view.

• Open-Ended A person is not guided toward a particu-
lar answer to a question; rather, a person can ask many
questions, each of which can have several answers.

Tenney and Wexler et al. (2020) state that the questions
guiding LIT’s design was: “What kind of examples does
my model perform poorly on? Why did my model make
this prediction? And critically, does my model behave con-
sistently if I change things like textual style, verb tense, or
pronoun gender?” (107). To answer these questions, peo-
ple can try numerous approaches, such as applying coun-
terfactual methods to change their data or iterating between
analysis tasks at different levels of detail, such as a selected
subset of passages in the “Data Table” view or higher-level
aggregate views of the model’s performance in the “Em-
beddings” view. The authors’ guiding questions are thus
exploratory in nature, suitable for an exploratory visualiza-
tion. For more examples of multiple coordinated views,
please refer to the work of Kim et al. (2021), Liu et al.
(2015), Isaacs et al. (2014), and Shutt et al. (2009).
Network, or node-link, graphs have been used to visual-
ize interconnected terms. NEREx, displayed in Figure 2,
visualizes named entities in a text corpus using a network
graph,3 where nodes represent entities and links represent
the distance between the pair of entities they connect (El-

3NEREx also contains five other visualizations.
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Figure 2: NEREx (El-Assady et al., 2017) uses a network graph, called the “Entity Graph,” to provide an overview of text
data in a corpus, displaying named identities as nodes and their relationships as links. People can interact with the graph
and adjust the data it displays using the “Settings” pane displayed in the top right image. People can view the original text
with the “Detail” pane displayed in the bottom left image, which overlays color-coded highlights onto the text to indicate
associated words in the text and nodes in the graph. Figure reproduced with author permission.

Assady et al., 2017). The network of named entities sup-
ports the three characteristics of exploratory search:

• Multi-faceted A person can choose to study multi-
ple types of named entities, represented in Figure 2 by
color and icon, and study the relationship between the
entities, represented by the links between the nodes.
Longer links indicate greater distance between the en-
tities as they appear in the text corpus.

• Iterative A person can refine their search by filter-
ing the visualization using the “Settings” pane (Figure
2, top right), selecting particular entities, entity pairs,
or speakers; or a person can iterate between a detailed
view of the text using the “Detail” pane (Figure 2, bot-
tom right) and a distant view of the text as the network
graph (Figure 2, left).

• Open-Ended A person is not directed toward a par-
ticular question and answer. Instead, a person can ask
many questions and obtain many answers, such as get-
ting an overview of relationships between named en-
tities, studying the influence of particular people, and
analyzing the frequency of and relationships between
topics.

For analyzing non-aggregated, annotated text data, connec-
tions between terms in network graphs could be based on
labels annotators applied to the terms, where a link’s length
corresponds to the distance between two annotated terms.

Location clouds and lattice graphs also provide approaches
to visualizing interconnected terms in text visualization.
The Trading Consequences platform of Hinrichs et al.
(2015) includes a location cloud (Figure 3) to display
relationships between commodities and country names
over time. Adapting this visualization to exploring non-
aggregated, annotated data, an annotation label could be
searched instead of a commodity, and the decade columns
could be replaced with columns for each annotator of a cor-
pus, displaying the text spans to which each annotator ap-
plied the searched label. The lattice graph proposed for
machine translation and automated speech recognition sys-
tems (Figure 4) by Collins et al. (2007) provides another
example of visualizing interconnected terms. Adapting this
visualization to exploring non-aggregated, annotated data,
different annotators’ labels of a particular sentence or doc-
ument could be displayed above the sentence or document
running along the bottom of the visualization, instead of
alternative translations.

Though collaboration with the text visualization commu-
nity in support of data perspectivism may be new, exam-
ples of other interdisciplinary collaborations with the visu-
alization community exist as guides. Lingvis.io con-
tains a repository of projects focused on data visualiza-
tion for linguistics and machine learning. Interdisciplinary
work between the humanities and visualization communi-
ties demonstrates the value of collaboratively creating visu-
alizations, in addition to using the visualizations for anal-
ysis (Hinrichs et al., 2018; Jänicke et al., 2017). That
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Figure 3: In the location cloud by Hinrichs et al. (2015),
country names that appear in the text corpus in relation to
a commodity (“sugar” above) are visualized. The size of
a country’s name indicates the frequency of that country in
documents from the corresponding column’s decade. When
a country name is hovered over (“Mauritius” above), that
name is highlighted where it appears in all decades, facil-
itating easy comparison of how frequently it is mentioned
in relation to the searched commodity in the corpus. Figure
reproduced with author permission.

being said, interdisciplinary collaboration presents chal-
lenges due to different vocabularies, working practices, and
project timelines across disciplines. Hinrichs et al. (2017)
encourage critical reflection on the process of collabora-
tion when undertaking interdisciplinary projects, provid-
ing questions that can serve as a guide for such reflection
to support effective communication between people in dif-
ferent disciplines. For a broader summary of the benefits
and challenges to working across disciplines to collabora-
tively create data visualizations, please refer to the survey
of Jänicke et al. (2017).

6. Conclusion and Future Work
We have described how collaboration between the NLP and
visualization communities could facilitate exploratory anal-
ysis of non-aggregated, annotated datasets. Exploratory
analysis of these datasets would lead to better understand-
ings of the perspectives they represent, improving the trans-
parency of datasets’ documentation. Furthermore, by us-
ing exploratory analysis to identify perspectives that are
not represented in an annotated dataset, along with the per-
spectives that are represented, dataset creators will be able
to determine how to collect additional data that make their
dataset more representative of its stakeholders. Due to the
underlying motivation of existing annotation platforms (to
support the development of one aggregated dataset), the
platforms do not provide the exploratory search capabili-
ties necessary for such analysis.
The process of creating a dataset for NLP models inevitably
involves curation (Rogers, 2021). We encourage the NLP
community’s collaboration with the text visualization com-

Figure 4: Collins et al. (2007) demonstrate how visualizing
a machine translation system’s output as a lattice graph fa-
cilitates communication between people who speak differ-
ent languages. The transparency of each word’s rectangle
and the position of the words correspond to a model’s score
of its likelihood of being an accurate translation. Figure
reproduced with author permission.

munity to facilitate critical analysis of who and what are
included and excluded during dataset creation in support
of data perspectivism (Basile et al., 2021), as well as data-
centric AI (Press, 2021) and data feminism (D’Ignazio and
Klein, 2020). As approaches to incorporating more diverse
perspectives in datasets develop, the NLP community could
look beyond the text visualization community for collab-
oration opportunities. Jo and Gebru (2020) recommend
looking towards the archival sciences for guidance on data
collection and curation. More broadly, the gallery, library,
archive, and museum (GLAM) sector has extensive expe-
rience creating datasets and enabling their interoperabil-
ity across systems with metadata standards and supporting
infrastructures (RDA Steering Committee, 2022; Library
of Congress, 2021; Dunsire and Willer, 2014). Interdis-
ciplinary collaboration would lend value to datasets pub-
lished under the data perspectivism paradigm, facilitating
access to data for stakeholders outside the NLP and wider
machine learning communities.
We encourage the development of new platforms with inter-
active, exploratory text visualizations, in which data analy-
sis becomes an intuitive process relying on human vision,
rather than a person’s data science or computing skills.
Such platforms could lead to new insights about annota-
tions and empower of a more diverse group of stakeholders
to participate in data analysis. In future work we will cre-
ate an exploratory visualization for data published under
the data perspectivist paradigm, providing a use case for
multi-faceted, iterative, and open-ended analysis of non-
aggregated, annotated text data.
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Abstract
We introduce the Measuring Hate Speech corpus, a dataset created to measure hate speech while adjusting for annotators’
perspectives. It consists of 50,070 social media comments spanning YouTube, Reddit, and Twitter, labeled by 11,143
annotators recruited from Amazon Mechanical Turk. Each observation includes 10 ordinal labels: sentiment, disrespect,
insult, attacking/defending, humiliation, inferior/superior status, dehumanization, violence, genocide, and a 3-valued hate
speech benchmark label. The labels are aggregated using faceted Rasch measurement theory (RMT) into a continuous score
that measures each comment’s location on a hate speech spectrum. The annotation experimental design assigned comments
to multiple annotators in order to yield a linked network, allowing annotator disagreement (perspective) to be statistically
summarized. Annotators’ labeling strictness was estimated during the RMT scaling, projecting their perspective onto a linear
measure that was adjusted for the hate speech score. Models that incorporate this annotator perspective parameter as an
auxiliary input can generate label- and score-level predictions conditional on annotator perspective. The corpus includes the
identity group targets of each comment (8 groups, 42 subgroups) and annotator demographics (6 groups, 40 subgroups),
facilitating analyses of interactions between annotator- and comment-level identities, i.e. identity-related annotator perspective.

Keywords: hate speech, item response theory, Rasch measurement theory, measurement, annotator identity

1. Introduction

The application of machine learning on increasingly di-
verse and difficult tasks has required the curation and
annotation of new, large-scale datasets (Bender and
Friedman, 2018). These tasks, particularly in natural
language processing (NLP), can exhibit low intersub-
jectivity, in which observer variability may be high: an-
notators may assign different labels to a data sample
(Basile et al., 2021b; Basile et al., 2021a). Such dis-
agreement may stem from differences in how annota-
tors interpret the task, their knowledge and understand-
ing of the data sample, or their subjective opinion on
the label to assign. Typically, annotator agreement met-
rics (Krippendorff, 2018) are used to assess the “qual-
ity” of gold labels, in which a single label is assigned to
a data sample based on the input of one or more annota-
tors. At the same time, these tasks are often constructed
around binary or ordinal labels which may be limited in
their ability to capture complex phenomena.

Data perspectivism (Basile et al., 2021a) argues that
annotator disagreement is an informative feature of
the data, rather than noise that must be tamped down.
Thus, disaggregated datasets, containing the labels pro-
vided by all annotators to each sample, are preferable.
Data perspectivism, however, requires the development
of new methods to facilitate the analysis and training of
models on disaggregated datasets.

Measurement theory, a framework in which latent at-
tributes of observed data are estimated, is well suited
to the data perspectivist paradigm. In particular, Rasch
measurement theory provides a framework to construct
a measurement scale to a problem, develop annotation
tasks appropriate for that measurement scale, and fit a
probabilistic model whose parameters detail important
contributions to the scale (Engelhard and Wind, 2017;
Hambleton et al., 1991; Rasch, 1968). Specifically,
faceted Rasch measurement (Linacre, 1994) allows one
to capture multiple features (“facets”) that influence the
generation of a label, including content of the data sam-
ple, the annotator’s perspective, and the task at hand.
The features are measured on a continuous scale, pro-
viding more information than binary or ordinal labels
generally encountered in NLP corpora. Rasch mea-
surement theory, therefore, motivates not just the de-
velopment of disaggregated datasets suitable for per-
spectivist analysis, but those suitable for measurement.
In this work, we introduce the Measuring Hate Speech
(MHS) corpus, a dataset created to measure hateful-
ness in social media comments. Hate speech detection,
particularly in social media comments, has become an
increasingly studied and prevalent problem. We chose
to study hate speech due to its importance as both a
computational social science and human rights prob-
lem. Furthermore, hate speech is a complex linguis-
tic phenomena, with no unified definition, which limits
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Figure 1: Measuring hate speech requires the theorization of a construct, development of survey items, an-
notation, and scaling. The major steps in developing a measurement scale consist of theorization, developing
survey items, annotation, and scaling. Theorization. Seven theorized levels of hatefulness, ranging from support-
ive to genocidal speech. These levels increase in hatefulness from left to right. Survey Items. Survey items, or
labeling tasks for annotators, consisted of 10 questions that interrogated the data samples at various points along
the construct. Annotators. Each annotator provided labels on the 10 survey items for some subset of the com-
ments. Scaling. Annotator responses are passed as input to an item response theory model, resulting in parameter
estimates capturing, for example, the hatefulness of each comment, the annotator bias, and the level of hatefulness
captured by each survey item. These parameter estimates formulate a hate speech spectrum, centered around 0.

the use of classical gold-label corpora while motivating
data perspectivist approaches (Sellars, 2016).
This paper is organized as follows. First, in Sec-
tion 2, we discuss related work in hate speech detec-
tion/measurement and data perspectivism. We intro-
duce the Measuring Hate Speech corpus in Section 3,
providing a details on the data collection, annotation,
and a discussion on Rasch measurement theory. We
provide exploratory analyses on the MHS corpus in
Section 4. We conclude with a discussion in Section 5.

2. Related Work
Scholars in the emerging field of data perspectivism
have identified a number of assumptions about the data
generation process, such as the idea that there is only
one truth resulting in the creation of gold standard
ground-truth datasets and that disagreements among
annotators “should be avoided or reduced” (Aroyo and
Welty, 2015). Beginning in computational linguistics
and spreading in other ML applications, empirical anal-
yses operationalizing data perspectivism theories have
found that annotator disagreements are not statistical
noise, but rather indicative of ambiguities (Plank et al.,
2014) and driven by background and lived experiences
(Akhtar et al., 2019). Researchers have found that for
annotations of highly subjective tasks, namely offen-
sive language, labelers’ different decisions should all
be considered correct (Basile et al., 2021b).
The literature in particular acknowledges that disagree-
ment is more likely to occur in tasks such as “detect-
ing affect, aggression, and hate speech” (Davani et al.,

2022)–in other words, in tasks modulated by social fac-
tors that are “highly polarizing” (Akhtar et al., 2019).
In a novel, mixed-methods study, Sang and Stanton
(2022) carried out interviews with 170 annotators in a
hate speech task to understand where these differences
come from. They found that “age and personality dif-
ferences were connected with the dimensional evalua-
tion of hate speech”. To handle these disagreements,
researchers have developed methods that incorporate
this signal into their models. Akhtar et al. (2019) cre-
ate a metric of polarization at the individual comment
level, which is used to weight samples during train-
ing. Other methods have used multi-task or multi-label
models to capture annotator differences (Davani et al.,
2022). Our work builds on the recognition that anno-
tator disagreements are useful at the data, model, and
audit level.
Several existing corpora similarly capture multiple as-
pects of hate speech beyond a binary label (Waseem
and Hovy, 2016; Zampieri et al., 2019; Cercas Curry et
al., 2021) and label multiple identity targets (Kennedy
et al., 2022; Röttger et al., 2021). However, to our
knowledge, the MHS corpus is the only corpus created
for hate speech measurement.

3. The Measuring Hate Speech Corpus
The Measuring Hate Speech (MHS) corpus, created by
Kennedy et al. (2020), consists of annotations on so-
cial media comments designed to construct a measure-
ment scale for hate speech. In contrast to traditional
hate speech corpora, the MHS corpus contains multi-
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ple hate-informative labels for each annotator’s review
of a comment. These labels reflect a theoretical con-
struct of hate speech, which captures degrees of “hate-
fulness” on a continuous spectrum rather than a yes/no
dichotomy (Fig. 1).
We organize this section to first broadly introduce
Rasch measurement theory, the motivating theory be-
hind the MHS corpus (Section 3.1), followed by a sum-
mary of the data collection and preprocessing (Section
3.2). We then roughly follow the outline shown in Fig-
ure 1, discussing key components of the datasets in the
context of Rasch measurement theory, including con-
struct theorization, survey items, data annotation, and
scaling procedure. While we highlight many of the
components of data collection, annotation, and prepro-
cessing, we refer the reader to Kennedy et al. (2020)
for additional details.
The MHS dataset is publicly available on Hugging-
Face1. Additionally, the code used to conduct the anal-
yses and create the figures shown in this paper is pub-
licly available on GitHub2.

3.1. Rasch Measurement Theory
The goal of measurement theory is to measure a la-
tent attribute of a particular unit, such as a social
media comment. Measurement frameworks allow
one to transform observations–such as examination re-
sponses, or in this context, annotations–into variables
that reflect an underlying scale. Rasch measurement
theory is a measurement framework capable of assess-
ing multiple contributions to the observed labels via the
development of a measurement scale, coupled with a
multilevel probabilistic model that explicitly captures
separate contributions to the ratings in its parameters
(Engelhard and Wind, 2017; Hambleton et al., 1991;
Rasch, 1968). It simultaneously places the fitted pa-
rameters on a common, continuous scale that repre-
sents the task at hand.
Critically, Rasch measurement theory requires one to
obtain data (in this case, annotations on comments) that
fits a proposed model, rather than proposing a model
to suit the data. To be clear, one must first develop a
theorization for the measurement scale, as well as a la-
beling instrument (i.e., survey items) that allow one to
measure along the theorized scale. Annotations must
be obtained given this theorization, to which a mea-
surement scale can be obtained (Fig. 1).

3.2. Data Collection and Preprocessing
We sourced comments from three major platforms–
YouTube, Twitter, and Reddit–performing collection
between March and August 2019. We only consid-
ered comments that were written primarily in English
and were between 4 and 600 characters. Additionally,

1https://huggingface.co/datasets/
ucberkeley-dlab/measuring-hate-speech

2https://github.com/dlab-projects/
hate_measure_data

we aimed to source 40% of the corpus from Reddit,
40% from Twitter, and 20% from YouTube. We used
fewer comments from YouTube for two reasons: first,
scraping from YouTube was comparatively more diffi-
cult, resulting in a smaller comment pool, and second,
YouTube comments tended to be shorter and simpler,
with less complex language.
To build the corpus, we leveraged each platform’s pub-
lic API to download comments posted on each site. On
Reddit, we collected all comments from posts on the
real-time stream of /r/all, which contains all pub-
lic posts on the site. For Twitter, we collected tweets
from Twitter’s streaming API, which is a random sam-
ple of all tweets on Twitter. For YouTube, we first
searched for videos within proximity of the top 300
most populated U.S. cities, which were most likely
to contain English comments with U.S.-based authors.
We then downloaded all comments and responses on
these videos. Once we scraped comments, we applied a
simple preprocessing pipeline, removing URLs, phone
numbers, and contiguous whitespace and accents.
In order to account for the fact that hate speech is rel-
atively rare, we subsampled the scraped comments to
create the final corpus. We used two predictive algo-
rithms (multilayer perceptron and a random forest: see
Kennedy et al. (2020) for more details) to bin com-
ments into five groups: (i) irrelevant, (ii) relevant but
not hateful, (iii) moderately hateful, (iv) very hateful,
and (v) extremely hateful. We stratified sampling from
each bin, heavily oversampling bins (ii), (iv), and (v),
resulting in the comment set.

3.3. Construct Theorization
Developing a measurement scale for a problem requires
the theorization of a construct that represents the un-
derlying scale (Wilson, 2004). The construct repre-
sents an effort to make an underlying scale for a phe-
nomenon explicit. In the context, this amounts to the-
orizing levels of comments: what are the character of
comments that are increasingly hateful, culminating in
the most hateful content? Developing a construct re-
quires a rigorous qualitative evaluation of example hate
speech comment.
We theorized a construct as follows. From a manual re-
view of social media comments, we curated a reference
set, a small corpus of example text for each conceptual
level. We selected 10 comments to serve as examples of
each of the theoretical levels, totalling 70 comments. In
concert with construct development using existing lit-
erature, we manually reviewed thousands of comments
from our corpus. We also selected reference set com-
ments for each level that yielded a diversity of target
groups, text length, and linguistic styles. Iteratively, we
selected comments that we felt best exemplified levels
of hate speech, and when we found ambiguities, used
the comments to refine the definitions of each level.
The theorized levels we constructed are shown at the
top of Figure 1. The levels build off a Neutral level,
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or speech not evidently positive or negative, in oppo-
site directions. The levels toward the right on the scale
designate hate speech of increasing severity: Hostility,
Dehumanization, Violence, and Genocidal. We placed
speech supporting genocide, the systematic killing of a
specific group, as the most severe form of hate speech
(ADL, 2016; Stanton, 2013). We constructed the re-
maining levels as pathways to genocide, with special
attention to threats of violence and dehumanization that
may justify violence. On the other side of neutral
speech are two levels denoting speech positive in na-
ture: Counterspeech, or speech that explicitly seeks to
counter hateful content, and Supportive speech.

3.4. Labels and Data Annotation
With the theorized levels of the construct in place, we
then developed a labeling instrument. The labeling in-
strument contained three components: (i) a set of 10
survey items that allowed the annotator to interrogate
the comment along several distinguishing features of
hate speech, (ii) specification of any identity groups
targeted by the comments, and (iii) questions about the
annotator’s demographic information. The data anno-
tation process was approved by the University of Cal-
ifornia, Berkeley Institutional Review Board. Annota-
tors were allowed to omit any demographic informa-
tion, and all data samples were anonymized to protect
annotator privacy.
We recruited annotators from Amazon Mechanical
Turk to complete the labeling instrument. We used each
worker’s IP address to ensure that we only recruited an-
notators within the United States. Each annotator was
provided 26 comments, of which 6 were reference set
comments. Thus, the reference set comments gener-
ally received the most annotations. The median time to
complete the survey was 49 minutes. We compensated
participants $7, yielding a median pay rate of $8.57 per
hour, which is above the minimum wage in the United
States. We provided annotators the opportunity to pro-
vide feedback on the labeling process. A manual re-
view of their feedback revealed high satisfaction with
the compensation for the task, and appreciation that the
results would contribute to an understanding of social
media conversations.
Annotators provided ratings on five-level Likert-style
scales for 10 different survey items, capturing the fol-
lowing aspects of hate speech: sentiment, respect, in-
sult, humiliation, dehumanization, violence, genocide,
attacking/defending, inferior/superior status, and a bi-
nary hate speech classification. These survey items
were designed to roughly span the hate speech con-
struct (Fig. 1: survey items). In each case, a higher
rating on the item aligned with “more hatefulness”. For
example, on survey item “respect”, a higher rating im-
plies that the annotator feels the comment expresses
a greater degree of disrespect (with disrespect being
aligned with more hatefulness).
We examined the quality of each annotator’s labels

with an infit mean-squared statistic, a rater fit diagnos-
tic that is calculated during the Rasch scaling. This
statistic ranges from 0 to infinity, with an expected
value of 1. Annotators whose infit mean-squared statis-
tic was greater than 1 had more randomness or noise in
their responses than expected by an IRT model, with
values of 2 or greater seen as degrading the measure-
ment system. Those with a statistic less than 1 had less
randomness than expected, suggesting that they may
have favored certain response options. We chose to ex-
clude raters whose infit mean-squared statistic fell out-
side [0.37, 1.9]. This range corresponded to the pre-
viously mentioned heuristics and excluded a cluster
of annotators whose infit mean-squared statistic was
too low (see the Appendix of Kennedy et al. (2020)
for more details). We additionally removed annota-
tors with extreme severity parameters, completed the
task too quickly, or whose IP addresses were either ge-
olocated to outside the United States, linked to known
proxy services, or associated with more than 4 annota-
tion tasks. Lastly, we excluded raters who did not tag
a sufficient number of targeted identity groups, specif-
ically on samples known to contain a targeted identity
group. Application of these criteria left 8,472 annota-
tors, with 39,565 accompanying comments.

3.5. Item Response Theory
The labels for each survey item constitute a set of or-
dinal responses aimed to interrogate each comment for
their placement on the hate speech construct. The goal
of item response theory (IRT) is to utilize these ordinal
responses to devise the continuous scale corresponding
to the construct. This is done via a multilevel proba-
bilistic model that maps the labels onto latent parame-
ters which set the scale. There are a variety of possible
IRT models one can use depending on the use case.
We detail a faceted partial credit model, as it is the
most appropriate IRT model for the MHS corpus. This
model captures the decision of opting for rating k (say,
“strongly agree”) versus rating k−1 (“agree”). Specifi-
cally, let pnijk be the probability that for rater j assigns
comment n a rating k on survey item i. Similarly de-
fine pnij(k−1), but for rating k − 1. The model defines
an odds ratio as a function of several parameters to be
learned from the data:

log

[
pnijk

pnijk−1

]
= θn − δi − αj − τk. (1)

We reiterate that survey items are aligned in their nu-
merical code ordering. Thus, “increasing” a rating (go-
ing from k−1 to k) always corresponds to a higher de-
gree of hatefulness. A larger odds ratio implies that the
annotator is more likely to rate a particular comment as
possessing some aspect of hate speech. Intuitively, the
odds ratio should depend on the following facets:

• θn, or the hate speech score of comment n.
Higher values of θn indicate a more inherently
hateful comment.
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Figure 2: Survey items allow annotators to evaluate comments at different degrees of hatefulness. a. The
distribution of the survey item ratings, across comments, averaged across annotators for each comment. Each score
is normalized to the maximum rating allowed on the Likert scale (4 for all items except “hate speech”, which had
a maximum of 2). A higher normalized score implies a greater degree of hatefulness. Red lines denote median
across comments. b. The distribution of Spearman correlations, calculated across comments, between the average
ratings of each pair of survey items.

• δi, or the difficulty of survey item i. The difficulty
sets the scale on the hatefulness spectrum. We
should expect survey items that probe the higher
end of the hatefulness spectrum, such as geno-
cide, to have higher difficulties. In this sense, it is
more “difficult” for a comment to exhibit aspects
of genocide due to it corresponding to a higher
level on the construct.

• αj , or the severity of rater j. We can inter-
pret this quantify as directly quantifying annotator
perspective. Specifically, annotators with higher
severity are less likely to label comments as pos-
sessing features of hate speech: their threshold for
“hatefulness” tends to be higher.

• τk is also referred to as the difficulty of response
k. In contrast to the difficulty of the survey item,
τk is an indicator of the rarity of the ordinal re-
sponse k relative to k − 1. This term allows the
distances between each response option to vary by
item, rather than, for example, “strongly agree”
being at the same location on the scale for every
item.

The faceted partial credit model separates the content
of the comment from any modulation stemming from
the annotators or survey items, allowing the examina-
tion of each facet separately. The distribution of the
parameters forms a hate speech spectrum (Fig. 1: bot-
tom). The strength of this approach is that comments,
survey items, and annotators simultaneously lie on a
common scale, allowing one to interpret the model pa-
rameters in the context of the construct.

4. Exploratory Analysis of MHS Corpus
We provide exploratory analyses on the annotations
and features available in the MHS corpus. Specifi-
cally, we show analyses of survey item annotations,
target identity annotations, and annotator demograph-
ics. Overall, we aim to quantify the intersubjectivity of
each set of features, while suggesting potential future
analyses on the data. We refer the reader to Kennedy et
al. (2020) for an IRT analysis of the data.

4.1. Survey items capture the spectrum of
hatefulness

The ten survey items labeled by annotators were de-
signed to align the measurement scale to the theoriza-
tion proposed in Figure 1. The item responses are cho-
sen such that a higher “value” always aligns with more
hatefulness. Survey item responses on different Likert
scales, then, can be compared by dividing annotator re-
sponses by the maximum possible response, resulting
in a normalized score. A comment can be summarized
in aggregated fashion by taking the mean of normal-
ized scores across annotators, resulting in an average
normalized score.
To better understand the the behavior of the survey item
responses along the theorized construct, we examined
the distribution of averaged normalized scores across
comments in the corpus (Fig. 2a). We found that, gen-
erally, the average normalized scores decreased on sur-
vey items that probed for increasingly hateful content
(Fig. 2a: top to bottom). This implies that, within the
MHS corpus, fewer comments tend to exhibit the most
hateful content (e.g., violence and genocide), which we
may expect as a reasonable prior on the distribution of
hateful content on social media.
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Since the survey items probe points along the theo-
rized hatefulness spectrum, we should expect item re-
sponses closer to each other to correlate more strongly.
Thus, we computed the Spearman correlations between
averaged normalized scores for each pair of survey
items, across comments (Fig. 2b). We found that
nearby survey items exhibit strong correlations with
each other (Fig. 2b: diagonal). Importantly, pairs of
survey item further away on the hatefulness spectrum
have markedly lower correlations with each other. For
example, “violence” and “genocide” are weakly cor-
related with the remaining survey items, but exhibit
strong correlations with each other. Furthermore, the
hate speech survey item showed moderate correlations
with all other survey items, indicating that each sur-
vey item is capturing some component of hate speech
(Fig. 2b: bottom row). Together, these results demon-
strate that the chosen survey items adequately probe the
theorized hatefulness spectrum.

4.2. Annotators exhibit low agreement on
survey item responses

In traditional corpora, labels are aggregated across an-
notators to assign a “gold label” to each sample (Basile
et al., 2021a; Ide and Pustejovsky, 2017). In order
to assess the reliability of the gold label, annotator
agreement metrics such as Cohen’s kappa or Krippen-
dorff’s alpha are generally computed (Krippendorff,
2018; Waseem and Hovy, 2016). However, in NLP
datasets, these metrics are often low, indicating that an-
notators do not tend to strongly agree on the label for
each data sample (Poletto et al., 2021) This holds par-
ticularly true for hate speech corpora: hate speech can
be difficult to define, may require intimate knowledge
of in-group language or slurs, and generally exhibits
low intersubjectivity (Sellars, 2016). In the MHS cor-
pus, we might expect that annotator agreement to be
low, given that annotators likely have different inter-
pretations of the survey instrument (e.g., “sentiment”
may be interpreted differently by annotators) and they
may exhibit subjectivity in assigning different Likert
scale ratings (i.e., annotators have different internalized
thresholds for each response).
We evaluated the annotator agreement on the responses
to each survey item using Krippendorff’s alpha. We
found that annotators generally exhibited weak agree-
ment on all survey items, with Krippendroff’s alphas
of less than 0.5 (Fig. 3: light grey bars). Some survey
items–such as “attack/defend” and “status”–exhibited
markedly lower agreement, indicating that these items
are prone to more subjective responses. Meanwhile,
the hate speech survey item received a higher Krippen-
dorff’s alpha than the remaining survey items. This
implies that, while annotators may agree more often
on whether a comment is hate speech, they agree less
often on the components of that hate speech. Thus, the
additional survey items allow finer examination on how
the levels of the construct contribute to an annotator’s
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Figure 3: Annotators exhibit low agreement on sur-
vey items, demonstrating the subjectivity of the
task. Annotator agreement on each survey item, as
quantified by Krippendorff’s α. Error bars denote 95%
confidence intervals. Light grey bars denote agreement
calculated on the original labels, while dark grey bars
denoted agreement calculated on recoded labels, which
were coarsened fom the original labels. The cardinali-
ties of each label (before/after) recoding were as fol-
lows: sentiment (5/5), respect (5/5), insult (5/4), at-
tack/defend (5/4), humiliate (5/3), status (5/2), dehu-
manize (5/2), violence (5/2), genocide (5/2).

perception of hate speech.
We found that a 5-level item may not be necessary for
survey items aligned on the higher end of the hateful-
ness spectrum. For example, the item responses for
“sentiment” (Appendix A) may naturally be suited to
increased label granularity due to its lower intersub-
jectivity. However, a concept such as “genocide” may
align more neatly to a lower level Likert item (or simply
a binary item), since “genocide” may exhibit higher an-
notator intersubjectivity. Thus, we considered a recod-
ing scheme in which annotator responses were mapped
onto a lower level Likert items. We chose the recod-
ings in order to improve the IRT modeling statistics
(Kennedy et al. (2020)). Specifically, we retained the
sentiment and respect survey items as is, but recoded
insult (5 → 4 levels), attack/defend (5 → 4 levels),
humiliate (5 → 3 levels), status (5 → 2 levels), de-
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Figure 4: Annotators recorded identity targets of comments, expressing stronger agreement than the survey
items. For each comment, annotators recorded a binary response specifying whether a particular identity group
was targeted by the comment. a. The number of comments targeting each identity group, according to a 0.5
annotator agreement threshold. That is, if 50% or more annotators indicated a comment targeted a specific identity
group, that comment was assigned a positive label for that group for purposes of the subplot. b. The distribution
of “annotator agreements” across comments, for each identity group. Annotator agreements were calculated as
proportions by averaging annotators’ binary responses to whether an identity group was targeted. Red lines denote
the mean proportion. c. Annotator agreement on each target identity group, quantified by Krippendorff’s α.

humanize (5 → 2 levels), violence (5 → 2 levels),
genocide (5 → 2 levels), and hate speech (3 → 2 lev-
els). We found that, under the recoding, Krippendorff’s
alpha increased for each survey item (Fig. 3: dark gray
bars). In particular, we found large increases for the
“status”, “dehumanize”, and “violence” survey items.
Thus, recoding schemes can reduce observer variabil-
ity when the survey item tend to exhibit lower degrees
of intersubjectivity.
The low annotator agreement observed in the MHS cor-
pus further motivates the usage of methods better suited
to handle disaggregated data. Specifically, item re-
sponse theory models such as the faceted partial credit
model discussed in Section 3.5 are particularly rele-
vant, as they explicitly model the multiple components
that may contribute to the results seen in Figure 3.

4.3. Annotation of identity group targets
Hate speech differs from other kinds of toxic or of-
fensive speech in that it specifically targets an identity
group(s) (Sellars, 2016; Poletto et al., 2021). Thus,
identification of the targeted identity groups is a vi-
tal component of a hate speech corpus. Past studies
have specified various characterizations of “targeting”,
such as explicit and implicit rhetoric (Kennedy et al.,
2022) or individual and group targeting (Zampieri et
al., 2019). While the notion of targeting can be cap-
tured by additional labels or possibly a measurement
scale, we restricted labeling to the binary identification
of pre-specified identity group and sub-groups targeted
by a comment, as has been done in previous corpora
(Röttger et al., 2021; Kennedy et al., 2022).
Annotators were asked “Is the [comment] directed at
or about any individuals or groups based on...”, with
the option to select among the following eight iden-
tity groups: race/ethnicity, religion, national origin or

citizenship status, gender, sexual orientation, age, dis-
ability status, political identity; along with the option
to select “none of the above” (options listed in or-
der presented on the survey). Annotators were further
asked to specify identity sub-groups targeted by the
comment (see Appendix B). Annotators could select
more than one option among these identity groups and
sub-groups. Thus, the target identity annotations can
be viewed as a multi-label binary variable indicating
whether each identity sub-group was targeted or not.

Specification of target identities is a task that exhibits
higher rater intersubjectivity than hate speech measure-
ment, because comments often make clear which iden-
tity group is targeted. However, hateful content can
subtly indicate its target, sometimes using specific ver-
nacular, dog whistles, or vague language that may not
be understood or difficult to notice by some annotators
(Sellars, 2016). Thus, annotators still express disagree-
ment on identity group targets.

We first examined the number of comments targeting
each identity group. As a cursory analysis, we used ma-
jority voting across annotators to assign each comment
a single binary label specifying whether it targeted any
of the 8 identity groups. We found that most comments
targeted based on gender and race (Fig. 4a), with the
least number of comments targeting age and disabil-
ity. This distribution likely reflects the true distribution
of comments on social media. It also is likely influ-
enced by the sampling procedure, as it is easier to iden-
tify hateful comments targeting groups that have larger
available hate lexica, such as for race and gender.

We then computed the proportion of annotators label-
ing each identity group as the target of a comment. If
this proportion is 1, all annotators agree that the com-
ment targets the identity group. If the proportion is
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0, all annotators agree that the comment does not tar-
get the identity group. Values between 0 and 1 indi-
cate some measure of disagreement on the target. We
examined the distribution of these proportions across
comments for each target identity group (Fig. 2b). We
found that, across identity groups, the density of pro-
portions exhibited modes at 0 and 1, indicating that an-
notators generally agreed on the targets of comments.
However, some density spanned between 0 and 1, indi-
cating a sizeable amount of disagreement.
Lastly, we computed Krippendorff’s alpha in order to
quantify annotator agreement for each target identity
group. We found that Krippendorff’s alpha was greater
than 0.60 for every identity group except for age, with
religion and disability exhibiting the highest agree-
ment. On the whole, these values are larger than those
of the hate speech survey items, indicating that identi-
fying targets of hate speech likely exhibits higher inter-
subjectivity than the hate speech survey items. Thus,
these labels are more amenable for weak perspectivist
direct prediction tasks, such as a model that aims to
predict the target of the identity group.

4.4. Annotator demographics
A critical aspect of data perspectivism relies on the re-
lationship between an annotator’s perspective and the
labels they assign to text on a task. Specifically, the
various groups that an annotator may identify with can
shape their perspective, thereby influencing their inter-
pretation of subjective labeling tasks. Annotator de-
mographics, therefore, are a necessary consideration in
taking on a data perspectivist lens on NLP datasets.
The MHS dataset contains demographic information
about the annotators for several identity groups. An-
notators were asked to voluntarily specify their racial
identity, gender identity, sexual orientation, religious
affiliation, educational level, income, age, and politi-
cal affiliation. The specific sub-groups annotators were
asked to identify within these broad identity groups are
specified in Appendix B. Within the race, gender, sex-
ual orientation, and religion identity groups, annotators
could select more than one sub-group.
We examined the distribution of annotator identities by
calculating the proportion of annotators identifying as
each sub-group (Fig. 5). We found that, while many
racial identities were represented among the annota-
tors, the vast majority identified as White (over 80%
of the entire annotator pool). Among these annota-
tors, roughly 90% identified solely as White (i.e., did
not identify as multiracial). With respect to gender,
most annotators identified as women (56%), followed
by men (43%), with less than 1% of annotators iden-
tifying as non-binary. Additionally, nearly all (99%)
annotators identified as cisgender. With respect to sex-
ual orientation, most annotators identified as straight
(85%). An array of religious affiliations were rep-
resented, with a plurality of annotators identifying as
Christian (42%) followed by atheist annotators (21%).
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Figure 5: Annotator demographic specifications
span multiple identity group and sub-groups. The
proportion of annotators that identified as specific iden-
tity sub-groups. The sub-groups fall in larger identity
groups, including race, gender, sexuality, religion, ed-
ucation, and income (y-axis labels). For race, sexual-
ity, and religion identity groups, annotators could se-
lect multiple identity sub-groups. The gender identity
group consisted of two separate questions, asking for
gender identity (man, woman, non-binary) and anno-
tator identification as transgender. Some sub-groups
are coarsened from finer sub-group options (e.g., “High
School” education constitutes annotators identifying
their educational background as “Some High School”
or “Completed High School”). For race, gender, sex-
uality, and religion, identity sub-groups are sorted in
order of increasing proportion.

Nearly half of annotators had some level of graduate
school education, including a master’s degree, profes-
sional degree, or doctorate degree. Lastly, the major-
ity of annotators stated that their income was less than
$100,000 per year.

5. Discussion
We presented the Measuring Hate Speech corpus, a
dataset created following Rasch measurement theory to
measure hate speech. The 10 component labels, iden-
tity target labels, and annotator demographics available
in the dataset can support a wide range of subsequent
analyses that incorporate knowledge of annotator per-
spective in studies on hate speech.
The MHS dataset follows data perspectivism by pro-
viding the means to capture an annotator’s perspective
via the severity parameters. Usage of these parame-
ters allow one to sidestep the need to consider annota-
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tor agreement, as an annotator’s own strictness is ex-
plicitly captured in an IRT model. They are also use-
ful in secondary analyses examining whether an anno-
tator’s labeling patterns exhibit identity-level interac-
tions. For example, several studies have documented
the relationship between an annotator’s identity and the
labels they assign to comments in hate speech classifi-
cation tasks (Sap et al., 2021; Geva et al., 2019; Lari-
more et al., 2021). Item response theory offers avenues
to perform similar analyses. For example, Sachdeva et
al. (2022) used these techniques in the MHS corpus,
finding that annotators were more likely to rate speech
targeting groups they identify with as possessing ele-
ments of hate speech. Therefore, datasets structured
with a measurement scale in mind can be flexibly ana-
lyzed to quantify annotator perspective. The ability to
conduct such analyses is becoming increasingly impor-
tant as perspectivist datasets are used in training down-
stream machine learning algorithms.
The outputs of the IRT model can be used for the devel-
opment of machine learning algorithms that measure
hate speech. For example, Kennedy et al. (2020) de-
veloped neural networks to predict the continuous hate
speech score for each comment. These networks can
be extended to incorporate annotator severity as an ad-
ditional input. This modification can improve perfor-
mance, as models can be trained on a fully disaggre-
gated datasets in an annotator-aware fashion. Further-
more, fully trained networks can produce output scores
dependent on a desired perspective, with the annota-
tor severity input indicating the network’s leniency or
strictness in measuring the speech.
Future hate speech datasets, and others, can improve on
the construct and labeling instrument of the MHS cor-
pus. For example, the theorized construct can undergo
further qualitative review and cognitive interviewing,
resulting in more precise measurement. Ordinal re-
sponses to survey items exhibiting higher intersubjec-
tivity can be adjusted, preventing the need for recording
schemes. Annotator demographic questions can be im-
proved to allow more granular responses (e.g., allowing
more options for gender identity). Additional rounds
of annotation can include more emphasis on annota-
tor explanations for their choices. This would further
facilitate data perspectivist analysis of the corpus, and
allow qualitative reviews to inform future iterations of
the construct operationalization.
Lastly, the construction of a measurement scale for hate
speech motivates usage of Rasch measurement theory
in other settings relevant for machine learning. For ex-
ample, tasks which are prone to lower intersubjectivity,
such as assessing toxicity, disinformation, and senti-
ment would be served well by the development of mea-
surement scales in the Rasch paradigm.
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A. Hate Speech Survey Items
We show the hate speech survey items in Table 1.

Item name Prompt Response options
Sentiment How would you describe the sentiment of

this comment?
Strongly negative, somewhat negative, neu-
tral, somewhat positive, strongly positive

Respect Is this comment respectful towards the
group(s) you previously identified?

Strongly disrespectful, disrespectful, neu-
tral, respectful, strongly respectful

Insult Do you agree or disagree with the follow-
ing statement: This comment is insulting to-
wards the group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Humiliate Do you agree or disagree with the following
statement: This comment is humiliating to-
wards the group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Status This comment states that the group(s) you
previously identified is:

Strongly inferior, inferior, neither superior
nor inferior, superior, strongly superior

Dehumanize Do you agree or disagree with the following
statement: This comment dehumanizes the
group(s) you previously identified (e.g., by
comparing them to an animal).

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Violence Do you agree or disagree with the follow-
ing statement: This comment calls for using
violence against the group(s) you previously
identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Genocide Do you agree or disagree with the following
statement: This comment calls for the delib-
erate killing of a large group of people from
the group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Attack-Defend Is the comment attacking or defending the
group(s) you previously identified?

Strongly defending, defending, neither de-
fending nor attacking, attacking, strongly at-
tacking

Hate speech Does this comment contain hate speech, de-
fined as “bias-motivated, hostile and mali-
cious language targeted at a person/group
because of their actual or perceived innate
characteristics, especially when the group is
unnecessarily labeled?

Yes, no, unclear

Table 1: Survey items and ordinal responses given to annotators for each comment.
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B. Annotator Identity Sub-Groups
We show the annotator identity sub-groups in Table 2.

Identity Group Identity Subgroups

Race or ethnicity
Black or African American, Latino or non-white Hispanic, Asian, Middle Eastern,
Native American or Alaska Native, Pacific Islander, Non-hispanic white

Religion Jews, Christians, Buddhists, Hindus, Mormons, Atheists, Muslims
National origin
or citizenship status A specific country, immigrant, migrant worker, undocumented person

Gender identity
Women, men, non-binary or third gender, transgender women, transgender men,
transgender (unspecified)

Sexual orientation Bisexual, gay, lesbian, heterosexual

Age

Children (0 - 12 years old),
adolescents / teenagers (13 - 17),
young adults / adults (18 - 39),
middle-aged (40 - 64),
seniors (65 or older)

Disability status

People with physical disabilities (e.g., use of wheelchair),
people with cognitive disorders (e.g., autism) or learning
disabilities (e.g., Down syndrome),
people with mental health problems (e.g., depression, addiction),
visually impaired people,
hearing impaired people,
no specific disability

Table 2: Identity group and corresponding subgroups annotators were asked to identify as targets of comments.
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Abstract
We propose a fully Bayesian framework for learning ground truth labels from noisy annotators. Our framework ensures
scalability by factoring a generative, Bayesian soft clustering model over label distributions into the classic David and Skene
joint annotator-data model. Earlier research along these lines has neither fully incorporated label distributions nor explored
clustering by annotators only or data only. Our framework incorporates all of these properties within a graphical model
designed to provide better ground truth estimates of annotator responses as input to any black box supervised learning
algorithm. We conduct supervised learning experiments with variations of our models and compare them to the performance
of several baseline models.

Keywords: modeling annotators, graphical models

1. Introduction
The recent interest in few- and zero-shot learning as
well as the re-emergence of weakly supervised learn-
ing speaks to the reality that ground truth labels are a
limited resource and that, in many common situations,
obtaining them remains a major challenge. Multiple
sources estimate the global costs of human annotators
(only one of many sources of labels) to be approaching
$1–3 billion by 2026 and growing (Metz, 2019; Re-
search, 2020). Among the key cost-driving challenges
is the noise that is associated with many of the most
common processes for obtaining labels.
In this paper, we explore a novel graphical model that
ties together two rather successful approaches, item-
annotators tableaus (Dawid and Skene, 1979) and la-
bel distribution learning (LDL) (Geng, 2016), based
on converging studies in later research (Venanzi et al.,
2014; Liu et al., 2019a) on the use of clustering to
boost the signal of noisy data. We adopt a theoreti-
cal framework motivated by the anthropologist Mali-
nowski (Malinowski, 1967) and first used by Aroyo
and Welty (Aroyo and Welty, 2014) in the context of
machine learning to characterize meaning as a func-
tion of three components: 1) an act (represented by the
learning task), 2) the symbols (the labels), and, 3) the
referent (the annotators). Human labeling is a special
challenge not only due to its great expense but also due
to the fact that humans often disagree over the labels
that they provide. In fact, it is precisely the problems
where disagreement is most common that human input
is hardest to replace through automation or sensing.
This paper specifically addresses the following ques-
tion: do predictive graphical models for LDL that clus-
ter on both item AND annotator distributions outper-
form those that do not? To help us answer this question,
we contribute a generative graphical model that boosts
conventional label distribution learning by clustering

label distributions jointly in item and annotator label
distribution spaces. Previous approaches have studied
clustering in one space or the other. This is, to our
knowledge, the first time that clustering has been ap-
plied simultaneously to both.
We evaluate the improved labels produced by our
model with a downstream CNN-based classification 1.
We view this work as a universally applicable frame-
work for any learning task where annotators are in-
volved (Gordon et al., 2022).

2. Problem Statement
LetX be an M -element collection of (unlabeled) data
items and Y ∈ NM×N be a matrix of annotator la-
bels for some N , where each row of Y corresponds
to a data item and each column to an annotator. Ide-
ally, we would regard each entry Y m,n as a probability
distribution over a set of labels {1, . . . , P} for some
fixed P , where the distribution represents uncertainty
about what label annotator n would provide to item m.
Here, however, we simplify the model under the as-
sumption that each annotator either provides a single
label or none at all.
For our purposes, Y is a sparse matrix, where Y m,n ∈
{0, . . . , P} and Y m,n = 0 indicates that annotator
n did not label item m. Crucially, we assume that
each annotator could label the item if asked; how-
ever, we have no information about that particular an-
notator. Since this is a sparse matrix, it is conve-
nient to simply let A = {(m,n) | Y m,n ̸= 0} and
Ap = {(m,n) | Y m,n = p}.
We consider two gold standards: fdist and fmax, de-
fined for data item Xm as fdist(Xm) =def P(p =
Ym,n | m,Ym,n > 0), for m,n chosen uniformly

1The experimental code available through https://
github.com/Homan-Lab/ldl-pgm
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Figure 1: This workflow diagram shows the dual roles of the graphical model hG, as the output of a supervised
learning process U on the training labels. This model is used to improve the ground truth estimations Y ′ of the gold
standard training label distributionsY train for supervised learning S and, once hraw is learned, as a post-processing
step after prediction to generate final hypotheses hdist and hmax. Evaluation metrics include the accuracy on the
most likely label for single label prediction hmax and the KL divergence for label distribution learning hdist.

Figure 2: Plate diagram for the proposed probabilistic generative graphical model.

at random and fmax(Xm) =def argmaxp P(p =
Ym,n | m,Ym,n > 0). In other words, fdist(Xm) rep-
resents the gold standard label distribution associated
with each data item and fmax is the gold standard sin-
gle label that is most likely according to fdist. Note
that fmax is more commonly used than fdist.
Our learning goals, then, are to produce hypotheses
hdist and hmax that approximate fdist and fmax, re-
spectively, given X and Y . Most learning settings
tacitly assume that annotator disagreement is a sign
of noise or error and ignore ddist entirely. Label dis-
tribution learning does the opposite: it assumes that
annotator disagreement is meaningful and specifically
seeks to minimize the loss between hdist and fdist.
Obviously, both approaches rely on extreme assump-
tions that, in practice, are never entirely true. How-
ever, research has shown that even when fmax is the
goal, learning hdist and then taking hmax(Xm) =def

argmaxp P(hdist(Xm) = p) often provides better re-
sults than learning hmax directly (Venanzi et al., 2014;
Liu et al., 2019a; Weerasooriya et al., 2020), and this is
what we do here.

3. The Probabilistic Graphical Model
We call fdist and fmax gold standards, not ground
truths, because of the sparseness of Y . Although sev-

eral researchers have shown that, for the purpose of
estimating fmax, three to ten annotators is sufficient
(Callison-Burch, 2009; Denkowski and Lavie, 2010),
those numbers are far too small to provide reliable sam-
ples of the true distributions of annotator opinions. In
this section, we introduce a new graphical model that
estimates the ground truth label distribution, i.e., the
distribution of labels from the entire population of an-
notators, of each item (which we normally do not have).
This model is based on the assumptions that: (1) all
data items (respectively, annotators) are drawn from
one of K (respectively, L) latent classes2 or clusters,
(2) the label distribution for each item is strictly a func-
tion of the cluster to which it belongs, (3) the sample
of labels given for each item is strictly a function of
the distribution of the cluster to which each annotator
belongs, and (4) the items and annotators are identi-
cally and independently sampled (i.i.d.) and matched
uniformly at random.
We then use the graphical model hG to guide super-
vised learning as a means of data regularization (see

2Hereafter, to reduce confusion, we reserve “class” to re-
fer only to the different label choices, as they typically repre-
sent an observable class to which the data item belongs, even
though the idea of labels as indivisible classes runs contrary
to the spirit of LDL.
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Algorithm 1 The generative process for hG.
1: Input: Integers K, L, M , N , and P ; Dirichlet

hyperparameters α ∈ RP , γ ∈ RK , and τ ∈ RL,
assignments A ⊆ {1, . . .M} × {1, . . . N}

2: function GENGRAPH(K, L, M , N , P , α, γ, τ )
3: Choose Θ ∼ DirP (α)

K×L, ▷ One distribution
for each item/annotator cluster pair (k, l)

4: Choose ψ ∼ DirK(γ), ▷ Distribution of item
clusters

5: Choose Ω ∼ DirL(τ), ▷ Distribution of
annotator clusters

6: Choose w ∼ CatK(ψ)M , ▷ Assign one latent
cluster to each item

7: Choose z ∼ CatL(Ω)N , ▷ Assign one latent
cluster to each annotator

8: Choose Y ∼×(m,n)∈A
CatP (Θwm,zn

). ▷

Assign labels according to each annotator, item as-
signment

Figure 1). We first use it as a preprocessing step to
supervised learning on our label matrix Y , by reas-
signing to each input m the generating distribution of
the most likely item cluster. Note that any supervised
learning method can work as the target so long as it
can use a distribution of labels and the supervising sig-
nal. For instance, in our experiments (see Section 4) we
use a combination of deep language models and simple
dense networks. Next, after the predictive model hdist

is learned, we post-process each prediction by snapping
each output hdist(Xm) to the most likely item cluster.
Algorithm 1 describes the model from a generative per-
spective (see also Figure 2). In addition to the num-
bers of item and annotator clusters K and L, the model
takes three hyperparameters, α ∈ RP (recall that P is
the number of label classes), γ ∈ RK , and τ ∈ RL,
each of which represents a Dirichlet prior on a cate-
gorical distribution. It produces Θk,l (the label dis-
tribution for each item cluster k and annotator clus-
ter l), ψ (the marginal class distribution of items), and
Ω (the marginal class distribution of annotators). wn

is the hidden/latent variable representing the class of
item m and zn is the hidden variable representing the
class of annotator n. Each of these objects is a cat-
egorical distribution, and so, for convenience, we use
subscripts to indicate individual categorical probabil-
ities, e.g., Θk,l,p = P(The category is p) and Ωl =
P(The category is l).
Note that our distributions are conditioned on A, i.e.,
we always know beforehand which annotators are as-
signed to which items. Unfortunately, the coupling
between items and annotators makes exact inference
hard and even resistant to variational approximation.
It is, however, relatively easy to perform simulated an-
nealing over the parameters Θ, ψ, Ω and latent vari-
ables w, as well as z. In addition, we may also em-
ploy expectation-maximization (EM), specifically us-
ing belief propagation to estimate the probability dis-

# annotators # label mean # of
dataset per item classes entropy annotators

JQ1 10 5 0.746 1185
JQ2 10 5 0.586 1185
JQ3 10 12 0.993 1185

Table 1: Summary of datasets on which we conduct our
experiments. Each of these contain 2000 items.

tributions ofw and z during the expectation phase. We
explore both learning algorithms here.
We now describe, in more detail, how we use
the model. We partition our data into training
(Xtrain,Y train), development (Xdev,Y dev), and test
(Xtest,Y test) splits. During training, we first ap-
ply one of our two unsupervised learning algorithms
hG = U(Y train) to learn a graphical model hG =
(Θ,ψ,Ω,w, z) from Y train. Note that this provides
estimates w of the latent item cluster to which each
item belongs (simulated annealing provides a hard
clustering while EM provides a soft clustering, but with
EM we consider only the most likely cluster). Then,
before supervised learning, we replace row Y test,m

with the marginal label distribution associated with
item cluster wm,

Y ′
m =

∑

l

ΩlΘwml, (1)

and perform supervised learning hraw =
S(Xtrain,Y

′), yielding a raw label distribution
learning predictor. Note that Y ′ is not a matrix of an-
notator labels, as Y train is, but a vector of probability
distributions over labels.
For inference after training (i.e., we do not perform
this step during training), for any input x we project
the output of hraw(x) onto our graphical model hG to
predict the item cluster membership of item x, i.e., let
w(x) denote a random variable for the item cluster as-
signment of x. Then, we do the following:

P(w(x) = k) ∼
∑

l

ψkΩlP (hraw(x) ∼ CatP (Θk,l))

(2)

We then assign to x the item cluster
argmaxk P(w(x) = k), using Equation (1)
to compute hdist(x) and define hmax(x) =def

argmaxp P (hdist(x) = p).

4. Experiments
4.1. Data
We conducted our experiments on publicly available
human-annotated datasets. Each dataset consists of
2000 social media posts and employs a 50/25/25 per-
cent for the train/dev/test split.
Liu et al. (Liu et al., 2016)3 asked five annotators each
from MTurk and FigureEight to label work-related

3https://github.com/Homan-Lab/pldl_
data
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Dataset CNN MM + CNN DS + CNN CL PGM (Annealing) PGM (BP)
KL-Divergence ↓

JQ1 1.092±0.004 0.460±0.001 1.042 ± 0.005 2.077 ± 0.003 0.652±0.005 0.538±0.010
JQ2 1.088±0.003 0.514±0.002 1.035 ± 0.003 1.695 ± 0.003 0.884±0.004 0.624±0.017
JQ3 1.462±0.004 0.888±0.001 3.197 ± 0.034 3.862 ± 0.001 1.201±0.005 0.951±0.016

Accuracy ↑
JQ1 0.494±0.001 0.842 ± 0.001 0.684 ± 0.004 0.813 ± 0.005 0.730±0.000 0.727±0.007
JQ2 0.475±0.001 0.810 ± 0.002 0.658 ± 0.003 0.873 ± 0.003 0.579±0.041 0.663±0.013
JQ3 0.284±0.020 0.456 ± 0.010 0.061 ± 0.031 0.458 ± 0.005 0.290±0.002 0.250±0.007

Table 2: Experimental results for classification. New methods (PGM) using the development set for each dataset.
CNN is a baseline where only a CNN classifier is run.Predictions are compared against the empirical ground truth.

tweets according to three questions and associated mul-
tiple choice responses: point of view of the tweet (JQ1:
1st person, 2nd person, 3rd person, unclear, or not
job related), subject’s employment status (with 17 re-
sponse options).
We train and test on the following models:

CNN is a 1D convolutional neural network (Kim,
2014) with no unsupervised graphical model. It
contains three convolution/max pool layers fol-
lowed by a dropout and softmax layer, imple-
mented via TensorFlow (Abadi et al., 2015). We
used sentence embeddings from the pretrained
paraphrase-MiniLM-L6-v2 BERT model
(Reimers and Gurevych, 2019).

MM + CNN is the baseline model with the best-
performing graph-based model from (Weerasooriya et
al., 2020) used as a guiding model, in a manner anal-
ogous to the use of our graph model introduced earlier
in this paper. The main difference between their model
and ours is that it only performs item label distribution
clustering; there are no annotator clusters.

DS + CNN uses the label aggregation methods intro-
duced in DS (Dawid and Skene, 1979) and this is ulti-
mately paired with a CNN classifier.

CL (Rodrigues and Pereira, 2018) is a neural joint
modeling approach for modeling annotators and data
features. Crowd layer (CL) attaches to the output of any
network with a Q-dimensional output, i.e., a crowd-
layer, which has multiple, parallel, Q-dimensional,
new output layers, one for each annotator, and takes as
input the old output layer. This extended model trains
as a single, monolithic neural network. It then learns to
predict the labels of each annotator simultaneously.

PGM is our proposed Bayesian probabilistic model,
with the graph model introduced here for guidance. We
set all of the Dirichlet parameters, i.e., α, γ, and τ , to
2. We consider two different learning algorithms: sim-
ulated annealing (with temperature schedule T (t) =
1/(t+1)) and expectation maximization (EM) with be-
lief propagation.

For each of the the graphical models we performed
(meta-)parameter search on the number of item and an-

notator clusters K,L ∈ {3, . . . , 20} and report the re-
sults of the best performing model (validated on de-
velopment data). We evaluate these models using two
different metrics. To evaluate the label distribution pre-
diction, we report, over the test set, the mean KL di-
vergence between each gold standard label distribution
and the predicted label distribution KL(hdist(x)∥y).
To evaluate single label prediction, we report the ac-
curacy measured over the test set.

4.2. Results and Discussion
Table 2 shows the main results. We note that, with
respect to KL divergence, our PGM models perform
second-best, yielding better divergence than even the
powerful CL model (MM+CNN only outperforming
our BP/EM model by a bit). In terms of accuracy,
our PGMs, while outperforming the CNN lower-bound
baseline, do not unfortunately, according to this set of
experiments, outperform the other baseline approaches.
We suspect that our lower performance in terms of ac-
curacy might be related to some degree of overfitting
that we have, thus far, not been to control for.
Note that, in the case of all models (baselines and our
proposed PGM variants), the final supervised learning
classification phase was repeated 100 times (trained
and evaluated) to calculate the reported error bars.

Limitations. Although we directly compared our
models performance to those of (Weerasooriya et al.,
2020), which represented clustering in item label space
only, we did not perform head-to-head comparisons to
the model of (Venanzi et al., 2014), which represents
clustering in annotator label space only. This is due,
in part, to the fact that the data from their studies is no
longer being available. Nonetheless, we intend to run
their models on the data that we do have in our next
follow-up study.

5. Conclusion
In this work, we introduced a new graphical model for
improving the quality of annotator labels, both from the
perspective of the conventional problem of predicting
the most common label as well as the emerging prob-
lem of predicting the distribution of labels that have
been acquired/provided. Our methods combine label
distribution learning with clustering jointly in the item
and annotator label distribution spaces.
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Abstract
This paper presents Lutma, a collaborative, semi-constrained, tutorial-based tool for contributing frames and lexical units to
the Global FrameNet initiative. The tool parameterizes the process of frame creation, avoiding consistency violations and
promoting the integration of frames contributed by the community with existing frames. Lutma is structured in a wizard-like
fashion so as to provide users with text and video tutorials relevant for each step in the frame creation process. We argue
that this tool will allow for a sensible expansion of FrameNet coverage in terms of both languages and cultural perspectives
encoded by them, positioning frames as a viable alternative for representing perspective in language models.

Keywords: FrameNet, Collaborative Frame Creation, Perspective, Multilinguality

1. Introduction
As we have claimed elsewhere, “language can be
vague, messy and variable because humans cooperate
while using it” (Torrent, 2021), and communicative co-
operation critically involves sharing culture, and per-
spectives on it and inviting our interlocutors to recon-
strue them as needed. We claim that computational
models of language should embrace the characteristics
of human language and not try to overcome them by the
mathematical manipulation of linguistic form patterns
extracted from large datasets alone (Bender and Koller,
2020). Moreover, we claim that the FrameNet model
(Fillmore and Baker, 2010; Torrent et al., 2018b) is a
good candidate for representing those characteristics,
provided that it is extended to cover more languages
and dialects.
Doing so is not trivial if one considers how FrameNets
have been built so far – see, among others, Fillmore et
al. (2003),Ohara et al. (2004), Torrent and Ellsworth
(2013) and Dannélls et al. (2021). All of them re-
lied on a relatively small team of intensively trained
linguists, who invested a considerable amount of time
building machine-readable frames and associating lin-
guistic material with them based on corpus evidence
representing a small number of languages and an even
smaller number of variants within one same language.
Due to this modus operandi, FrameNets usually present
limited coverage, which is frequently pointed out by
NLP practitioners as a reason for not using them in their
applications. Nonetheless, the knowledge accumulated
in the past three decades of FrameNet development al-
lows for a methodological turn, presented in this paper
in the form of a software tool: Lutma 1.
Lutma is semi-constrained, tutorial-based tool for fos-
tering a community of distributed frame builders who

1https://lutma.frame.net.br

will be able to enrich FrameNet with more diverse per-
spectives grounded on their own languages and lan-
guage variants, enhancing its coverage and represen-
tativeness. In the remainder of the paper we start, in
section 2, by making the case in favor of a larger, mul-
tilingual and multidialectal FrameNet, by contrasting
FrameNet with Large Language Models (LLMs). Next,
we present Lutma in section 3. Section 4 presents an
example of culturally grounded frame creation. Finally,
section 5 closes the paper by presenting the current lim-
itations and future developments planed for collabora-
tive FrameNet building.

2. The Case for a Collaborative Frame
Building Tool

In recent years, discussions about perspectives have
flourished in NLP, motivated by a variety of reasons,
among which the problems of reducing multiple labels
into a single ground-truth label, the ambiguous nature
of many NLP tasks and bias encoded on large language
models (Aroyo and Welty, 2015; Artstein and Poesio,
2008; Bender et al., 2021). Integrating multiple per-
spectives into models, however, is far from trivial, as
specific model characteristics must be taken into con-
sideration.
In white-box systems, one can take many different ap-
proaches to prevent bias and guarantee representation
of multiple perspectives, namely through pre- and post-
processing, but also by altering the models’ internals
(Ntoutsi et al., 2020). For that reason, one can argue
that they are particularly useful in cases where curators
and developers want to make sure that the model – or
the dataset – are not encoding bias (Criado and Such,
2019).
In the case of black-box models, the strategies used in
supervised and unsupervised models to introduce mul-
tiple perspectives are very distinct. For the former –
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represented by Machine Translation (MT), Question
Answering (QA), Named Entity Recognition (NER)
and many other models – Basile et al. (2021) defend
the adoption of data perspectivism, moving away from
gold standard datasets and instead adopting different
points of view for each object in the data. In practi-
cal terms, this variation is obtained by assigning the
annotation task of a single data record to multiple hu-
man subjects. The way those different perspectives are
integrated into a model determines whether the imple-
mentation follows a weak or a strong perspectivist ap-
proach. Any system that aggregates – using majority,
average, etc. – those different perspectives into a sin-
gle label is considered to follow the weak perspectivist
method. When, instead, the model is adapted to han-
dle the outputs from multiple annotators, it is classified
as a strong prespectivist one. This added complexity,
and consequently the amount of work, is outweighed
by the ethical principles being followed, and in many
cases, also leads to better performance (Basile et al.,
2021).
Unsupervised methods, on the other hand, pose differ-
ent types of challenges. We turn to them next.

2.1. Perspective in LLMs
Unsupervised methods are primarily represented by
LLMs, such as BERT (Devlin et al., 2019), GPT-3
(Raffel et al., 2020) and T5 (Brown et al., 2020), which
cannot integrate multiple perspectives into their train-
ing by expanding the number of gold standard labels
per object. Rather, pre-existing bias in the data needs
to be addressed during corpus curation and preprocess-
ing.
Bender et al. (2021) state that models trained on large
and uncurated text datasets encode biases that lead to
unethical technology, also calling for investment to cu-
rate those datasets as a means to avoid such biases.
Rogers (2021) claims that curation already takes place
in the datasets feeding language models, and poses the
question of what type of curation would be most ef-
fective to avoid harmful biases and improve models’
abilities to understand language.
One key aspect of LLMs is that, regardless of whether
data curation takes place or not, perspective under-
standing is treated as a byproduct of the mathematical
manipulation of linguistic form. In other words, the
machine’s role is to “figure out” different perspectives
solely from variations in form, while the researcher is
responsible for making sure that the training data is rep-
resentative of those perspectives. Within this frame-
work, whether or not multiple points of view are being
considered by the model depends on the dataset size
and the quality of the data sample, much like the over-
all model performance.
We, in turn, claim that, instead of manipulating only
input data, NLP systems should integrate a cognitively
and culturally-oriented model that represents alterna-
tive perspectives on the meaning of linguistic forms.

We also claim FrameNet to be the most suitable model
for doing that.

2.2. Perspective in FrameNet
Perspective is a core aspect of Frame Semantics (Fill-
more, 1982; Fillmore, 1985). Directly related to the
classic Fillmorean proposition that meanings are rela-
tivized to scenes is the idea that different perspectives
may be taken on that scene (Fillmore, 1977). The clas-
sic example revolves around the perspectives on the
commercial transaction event. Fillmore (1977) demon-
strates that different English verbs – namely buy, sell,
cost and charge – adopt the perspectives of the differ-
ent participants in the scene – Buyer, Seller, Goods and
Money. Each perspective structures the scene in a par-
ticular fashion, so that some of the participants that are
core to one perspective – e.g. Buyer and Goods in the
perspective lexicalized in buy.v – may not be central to
others – e.g. in the perspective lexicalized in charge.v,
to which the Seller and the Money are central.
As the implementation of Frame Semantics, FrameNet
models frames in terms of the elements in them, the
coreness status of those element and the relations es-
tablished between frames. The model also includes the
lexical items evoking the frames. In this context, there
are three aspects of FrameNet that may contribute to
enrich and diversify language models:
Cognitively-based: FrameNet was initially proposed
as lexical database inspired in Frame Semantics (Rup-
penhofer et al., 2016). Lexical units are linked to
frames, which in turn are linked to other frames. Ac-
cording to Frame Semantics, in order to understand a
single frame, one needs to understand the structure in
which it fits (Petruck, 1996). Frames are schematic
representations of concepts based on recurring expe-
riences against which the meanings of lexical units are
relativized (Fillmore, 1977). This means that, instead
of representing words with a single vector, or a list
of senses, they can be associated with multiple activa-
tion patterns in the network. It also means, as demon-
strated by Torrent et al. (2022), that FrameNet structure
captures contextual information, namely commonsense
knowledge.
Socially contextualized: Since frames are schematic
representations of concepts, they are also used to repre-
sent socially construed entities and events, for example.
The existence of specific types of frame relations also
facilitates the creation of frames that may represent par-
ticular views on the same event. For example, research
on Japanese noun-modification constructions by Mat-
sumoto (2010) demonstrates that the societal ground-
ing of the interaction and the purpose of the discourse
influence on the grammar of noun-modification, claim-
ing that interactional frames play a central role in the
comprehension of those constructions.
Multilingual: Research on Frame Semantics adopting
a contrastive multilingual approach has demonstrated
that different languages may lexicalize different per-
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spectives on a given scene, one of the parade exam-
ples being the study of verbs of emotion in Spanish
vs. English (Subirats-Rüggeberg and Petruck, 2003).
Because there are framenets under development for a
number of languages, those differences are also cap-
tured via either the Global FrameNet Shared Anno-
tation task (Torrent et al., 2018a) or the Multilin-
gual FrameNet database alignment (Gilardi and Baker,
2018; Baker and Lorenzi, 2020). Such efforts allow for
the construction of a single database supporting lexical
units from any language, but at the same time not re-
stricted to universally applicable frames. Even if some
culturally specific frames are created, they can still be
linked to the global network of frames. One of the
challenges in this undertaking is to merge resources
that were built independently for years. Nonetheless,
for those working with low-resource languages (LRLs),
Global FrameNet and Multilingual FrameNet are of
great help, since they allow users to focus on frame-
evoking units in their language, instead of modeling
frames and their relations. This possibility of focus-
ing on the language itself rather than on the underlying
frame structure can be an important tool to reduce the
gap of LRLs in NLP (Magueresse et al., 2020; Cruz
and Cheng, 2020; Lakew et al., 2020).
Despite the three features described above, FrameNet
still lacks coverage in terms of both number of
languages and cognitive domains included in the
model. Therefore, a fourth feature must be pursued if
FrameNet is to be presented as an alternative to repre-
senting perspective in language models:
Community-based: Expanding contributions to
FrameNet language resources is the main solution to in-
crease the speed at which those resources evolve. And
although some challenges come with a community-
based approach, it brings an overall positive balance
to research pursuits. Having a global community in-
creases the possibility that contributors from varied
backgrounds work together. This directly impacts the
quality of the resource, as more languages will be sup-
ported and also new frames from specific cultural back-
grounds will be created.
Implementing this feature is the purpose of Lutma,
which is presented next.

3. Lutma: a Frame-Maker Tool
Lutma is one of the steps towards building an extended
FrameNet resource in which language is not isolated
from human cognition and social backgrounds. The
project is part of the Global FrameNet effort, a collab-
oration between labs and affiliate researchers of twelve
different countries, with the goal of facilitating the
sharing of findings and research data, as well as build-
ing partnerships for the development of novel research.
The way Lutma differentiates itself from the various
tools used by the FrameNets around the world is that
it has two design goals not shared by the others: first,
that frames and LUs must have a clear indication of

the languages/cultures in which they belong; second,
that the user experience must be aimed towards people
interested in FrameNet, but with little or no training on
frame creation. These goals are both aligned with the
idea of building a cognitively-based and collaborative
language resource.
The main challenge of extending FrameNet lies on the
fact that, until recent, it has been mostly reliant on spe-
cialists. To address this challenge, frame creation in
Lutma follows a linear approach, much like a wizard,
where to advance, users are asked a certain amount of
information about the records. The idea of having sep-
arate steps for different pieces of data during the pro-
cess also allows the system to run consistency and re-
dundancy checks, making sure that users who are not
experienced with the concepts can create frames with
adequate quality.
Frame creation is separated into two execution flows,
one for lexical and the other for non-lexical frames.
Both are presented in the flow diagram in Figure 1.
The first one starts with a lemma search: the user in-
puts the system with the part-of-speech and language
of a lemma that will evoke the frame they want to
create. The system checks if this lemma already ex-
ists in the database and, if not, searches for synonyms
using Open Multilingual WordNet (OMWN) (Bond
and Foster, 2013). If any of the synonyms is an LU
in the database, the evoked frames are displayed and
the user can decide whether a new frame needs to be
created or if a new LU will be created for an exist-
ing frame. A second check is executed, but instead
of looking for synonyms, Lutma searches for words
in other languages with similar spelling in the same
OMWN synset. This is a last measure to prevent re-
dundancy, taking advantage of the existing data in other
languages, although the multilingual synsets are lim-
ited to a small subset of languages.
When a new frame needs to be created, the user is
guided to the next screen where they select its root type.
They can choose from event, entity, relation, attribute,
state or undefined (when it doesn’t fit any of the previ-
ous). The selected type is used by the system to make
suggestions of possible frame elements during the pro-
cess, e. g., “Direction” or “Material” for relation and
entity frames, respectively. In the next step, the user
needs to fill out frame names and definitions and once
again the system checks for duplicate names and if the
name follows certain standards, such as scenario frame
names ending with “ scenario” or state frames having
names following the “Being x” or “x state” patterns.
In the following screen, users can create relations be-
tween their new frame and existing frames in Lutma’s
database. When creating those relations, the system al-
lows users to choose whether they want to map FEs
from the other frame into the frame (in the case of an in-
heritance relation, this is required). After storing those
relations, the next step consists of creating FEs. At this
point, the user’s frame may already have some FEs be-
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Figure 1: Lutma’s frame creation flow. The diagram encompasses the creation of lexical and non-lexical frames.

cause of the frame relations, but Lutma still suggests
more FEs based on the frame type. The rest of the FEs
can be manually created and at least one is required to
proceed. In the final step, before a summary is shown,
the system asks for FE relation information. The cre-
ation summary displays all of the information related
to the frame and to finish creation users must provide
an example sentence for the lemma that was informed
at the beginning of the process, as well as inform if it
incorporates one of the FEs. After that, the frame is
registered in the database.
The flow for non-lexical frames shares most of the steps
with the lexical one. The first difference is the ab-
sence of a lemma search (because the frame will not
be evoked by lexical material). The second is the need
to inform the frame language in frame type selection
step. We opted for this solution to guarantee that those
frames would not be treated as universal, despite the
fact that they can be associated to multiple languages.
These two execution flows separated into steps, along
with the automatic quality checks run by the system,
improve user experience by reducing the chances that
a mistake will be made. However, when trying to build
a community around this type of resource, we expect
users with varying knowledge about FrameNets. For
that reason, Lutma also integrates tutorials into its in-
terface. Those tutorials can be categorized into two
types, those about the system’s interface, that explain
how users can achieve certain goals, and those about
Frame Semantics and FrameNet. The former are auto-
matically displayed at the first time an user logs in to
Lutma, while the latter can be accessed using the inter-
face elements at any step.
These theoretical and practical tutorials found in all

system screens can be further divided into two types.
The simpler ones are displayed in the form of dialog
boxes that are rendered every time a user clicks on one
of the UI elements. For example, when searching for a
lexical unit in the database, a user can click on the ”En-
ter lemma” label of the search field to open a dialog
card explaining what is the definition of lemma used
in Lutma. Those small texts are useful for users that
want to remember how certain concepts are defined in
FrameNet. They can also be useful to users with dif-
ferent backgrounds in Linguistics, facilitating the com-
prehension of how those same concepts are represented
in Lutma.
When users need more information than provided in
the dialog boxes, the system presents a link to a video
tutorial on the specific subject. These videos are al-
ways paired with one of the previously mentioned di-
alog boxes as a way of presenting a longer discussion
for the concept. They are also tailored to a broader au-
dience and explain essential concepts in a simple man-
ner, using various examples. In total, six videos were
produced, ranging from three to nine minutes in dura-
tion. Most videos address more than one topic relevant
to the process of frame creation and, because of that,
are linked to different parts of the systems, but effec-
tively covering all of the dialog boxes. For future work,
these tutorials could be expanded even further, includ-
ing more topics and references to relevant publications.
Last but not least, to make sure that the data created by
collaborators will benefit other contributors or projects,
we opted for a copyleft license, namely GPLv3 2. With
this licensing scheme, not only the data is made acces-

2www.gnu.org/licenses/gpl-3.0.html
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sible for any interested party, but improvements made
outside of its ecosystem can be potentially reintegrated
into the database.
Since the project is quite new, there are still limita-
tions that need to be addressed before a full release for
the community. The final section discusses those and
summarizes our contributions. Before turning to them,
though, we present an example demonstrating how cul-
turally specific frames can be created in Lutma and in-
tegrated to the existing FrameNet frames.

4. The Brazilian Way Frame
To provide an example of how Lutma may aid in the
expansion of FrameNet to include culturally grounded
frames, while linking them to the existing database, we
present the creation of the Brazilian way frame,
evoked by LUs such as jeitinho.n, malandragem.n and
gingado.n in Brazilian Portuguese (br-pt). Those LUs
can be literally translated into English (en) as ‘little
way’, ‘trickery’ and ‘waddle’, respectively. Their cul-
turally grounded meaning is quite different though.
According to DaMatta (1986), jeitinho is characterized
as the space Brazilians find between what one can do
and what one cannot do within a normative system.
Such a system can be institutionalized in the Judiciary,
or may correspond to implicit social norms that should
be followed by everyone. When the concept of jeitinho
is brought into play, one seeks to solve some private
problem by adopting some behavior that makes the so-
lution easier and/or faster. Such a behavior is inade-
quate under the strict observation of the norm regulat-
ing the problem-solving task. Nonetheless, by bringing
jeitinho into play, such inadequacy is relativized.
The fact that the main lexical unit in this frame is in the
diminutive form is not coincidental. The br-pt expres-
sion dar um jeito corresponds roughly to the en verb
fix in sentences like Alguém deu um jeito no problema
do visto, meaning that someone fixed the visa problem.
On the other hand, the expression dar um jeitinho, by
using the diminutive form of jeito.n, introduces a sense
of empathy and proximity. Hence, in sentences like
Alguém deu um jeitinho no problema do visto, what is
being said is that someone found a non-standard, pos-
sibily illegal way of solving the visa problem. This
way of solving the problem may involve a favor being
granted by some authority on that matter or even the
corruption of such an authority. Moreover, Schroder
and Silva (2020) demonstrate that the conceptualiza-
tion of jeitinho.n involves the idea of making rules flex-
ible via an exchange of favors.
Given this scenario, if we want to create a frame for
jeitinho.n, we would start by searching the Global
FrameNet Database for this LU. Since there is no
frame for this LU in br-pt or for any translation
of it in another language, we proceed to the frame
creation process. First, we select the event root
type, since, as the example sentence in the previous
paragraph shows, this LU tends to occur with sup-

port verbs and indicates an action taken by some-
one towards solving a problem. Next, we name
the frame as Brazilian way and connect it to the
Attempting and resolving scenario frame
in FrameNet. We will then map FE in the latter to
the ones we are in the process of creating. Hence, the
AGENT FE is mapped to the INTERESTED PARTY and
the GOAL, MANNER and other non-core FEs in the
mother frame are repeated in the newly created frame.
Because jeitinho.n requires the conceptualization of an
AUTHORITY being convinced – or corrupted – and of
some NORM being violated, we add those two core FEs
by clicking the Create New FE button. Next, additional
non-core FEs typycally occuring in eventive frame may
be added. Finally, we edit the frame definition, and the
description and coreness status of some FEs. Appendix
A shows how this process is performed in Lutma step
by step.

5. Limitations and Outlook
Despite already being deployed, Lutma is not yet a fin-
ished project. As with most software, there is room for
improvement in regards to user experience and inter-
face. Those issues will be dealt with after we receive
more user feedback. There are also important function-
alities that still need to be designed and developed, and
because of that, in its current state, the system has some
limitations.
One of them has to do with the fact that there are no
tools that could aid users in assessing the quality of
newly created frames. This process is not objective
either, since previous research has shown how frame
annotation can be ambiguous (Burchardt et al., 2006).
Interestingly, this also means that the subsystems im-
plemented to reduce redundancy during the frame cre-
ation process could benefit from multiple perspectives.
When those subsystems fail and thus, a user creates
a redundant frame, or one with overall less quality, a
reasonable solution is the adoption of a wiki-like ap-
proach, where users can see edits and open discussions
to determine the best course of action.
One final point worth considering is that Lutma’s meta-
language is English, meaning that only users proficient
in this language will be able to contribute. Naturally,
this can be circumvented by allowing users to translate
attributes of frames, LUs, FEs and any other entities.
However, this would also mean that users would spend
less time actually creating those entities. For now, we
have decided to leave English as the metalanguage, tak-
ing into consideration that other factors can also restrict
potential users, even though we have no control over
them (e.g. Lutma’s contributors are most likely people
interested in fields such as Frame Semantics or NLP).
Even given its limitations, Lutma is a step in an effort
of scaling up FrameNet, without sacrificing the model’s
advantages, especially in regards to perspective in NLP,
to the extent that it facilitates contributions from any
language and from non-specialist users.
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Appendix A - User Interface Screenshots
This section presents screenshots of Lutma’s UI as presented to the user during the creation of the
Brazilian way frame as described in section 4. Since it is a mobile-first UI, we present how it is rendered
in smartphones. The focus on mobile experience was a decision made by the team to make sure that users that
do not have access to a desktop computer could also contribute. This decision also influenced the design of most
screens. Some processes were split into multiple screens, which in the end, also makes it easier for unfamiliar
users to work with some complex FrameNet concepts.

(a) Frame creation screen. (b) Lexical unit search screen. (c) Search result screen after
no existing frame is found.

(a) Frame type selection
screen.

(b) Frame relation creation di-
alog.

(c) Frame element list screen,
including non-core FEs sug-
gested by Lutma.

(d) Summary screen displayed
at the end of the execution
flow.

107



Proceedings of the 1st Workshop on Perspectivist Approaches to NLP @LREC2022, pages 108–116
Marseille, 20 June 2022

© European Language Resources Association (ELRA), licensed under CC-BY-NC-4.0

The Case for Perspective in Multimodal Datasets

Marcelo Viridiano1, Tiago Timponi Torrent1,2, Oliver Czulo3,
Arthur Lorenzi Almeida1, Ely Edison da Silva Matos1, Frederico Belcavello1

1 FrameNet Brasil Lab, Graduate Program in Linguistics, Federal University of Juiz de Fora
2 Brazilian National Council for Scientific and Technological Development – CNPq

3 Institute for Applied Linguistics and Translatology, Universität Leipzig
{barros.marcelo, arthur.lorenzi}@estudante.ufjf.br, {tiago.torrent, ely.matos, fred.belcavello}@ufjf.br,

oliver.czulo@uni-leipzig.de

Abstract
This paper argues in favor of the adoption of annotation practices for multimodal datasets that recognize and represent
the inherently perspectivized nature of multimodal communication. To support our claim, we present a set of annotation
experiments in which FrameNet annotation is applied to the Multi30k and the Flickr 30k Entities datasets. We assess the
cosine similarity between the semantic representations derived from the annotation of both pictures and captions for frames.
Our findings indicate that: (i) frame semantic similarity between captions of the same picture produced in different languages
is sensitive to whether the caption is a translation of another caption or not, and (ii) picture annotation for semantic frames is
sensitive to whether the image is annotated in presence of a caption or not.

Keywords: multimodal datasets, annotation setup, multilingual annotation, multimodal annotation, perspective, frame
semantic analysis

1. Introduction

Multimodal datasets that combine textual and visual in-
formation are gaining popularity in Natural Language
Processing tasks such as multimodal machine transla-
tion (Specia et al., 2016; Elliott et al., 2017; Elliott,
2018), multimodal lexical translation (Lala and Spe-
cia, 2018), visual sense disambiguation (Gella et al.,
2016), grounded representation of lexical meaning (Sil-
berer and Lapata, 2014), and lexical entailment detec-
tion (Kiela et al., 2015). For all of those tasks – and
especially for tasks of multimodal translation – the gen-
eral claim is that using textual data in combination with
the “ground truth” information provided by a visual
mode would improve the performance of multimodal
models, allowing them to surpass baselines and equiv-
alent monomodal models.
In this paper, we describe the first steps into exploring
what frame semantic analyses can tell us about multi-
perspectivity in multimodal datasets annotated in dif-
ferent languages and in different annotation settings.
Based on the Flickr 30k dataset (Young et al., 2014)
and its variants – Multi30k (Elliott et al., 2016) and
Flickr 30k Entities (Plummer et al., 2015) – we conduct
a set of experiments in which automatic frame semantic
annotation for image captions and manual frame anno-
tation for images are assessed for their semantic sim-
ilarity. Image captioning and translation of captions
were done by humans. Comparisons adopt both (1) a
multilingual perspective with English and Portuguese
originals and English-Portuguese translations of image
descriptions and (2) multisetup perspective with En-
glish image annotations with or without image captions
visible to annotators.
The contributions of this paper are two-fold:

• the multilingual setting is a first probing into how
similar or different perspectives may be in dif-
ferent languages without digging deeper into how
systematic differences might be.

• the multisetup perspective tests the assumption
that visual information holds some sort of unbi-
ased “ground truth”.

In the remainder of this paper, we discuss, in section
2, how Frame Semantics and its computational imple-
mentation – FrameNet – incorporate perspective to the
core of semantic representations. Next, in section 3,
we explain compilation, translation and annotation of
the corpus used for the experiments devised in section
4. Results and discussion are presented in sections 5
and 6, respectively, while section 7 finalizes the paper.

2. Frame Semantics and Perspective
The main idea behind Fillmore’s frame semantics (Fill-
more, 1982) is that human beings understand the mean-
ing of a linguistic expression against the cognitive
backdrop of a schematized scene, i.e. a frame. A frame
is defined as “any system of concepts related in such a
way that to understand any one of them you have to un-
derstand the whole structure in which it fits” (Petruck,
1996, 1).
A central notion in frame semantics is perspec-
tive. One of Fillmore’s (1985) classic exam-
ples refers to the semantic distinction between
coast.n and shore.n in English: Both refer to
the Relational natural features frame, de-
scribing the stretch where land mass and sea water
meet. While the former lexeme describes the view from
the land, the latter is perspectivized from the point of
view of the sea.
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Figure 1: Captions and coreference chains from the Flickr 30k Entities dataset.

Berkeley FrameNet (Fillmore et al., 2003; Johnson et
al., 2016) was the first lexicographic incarnation of
Frame Semantics, building a frame-based lexicon to
cover the general vocabulary of English. For each
recorded frame that is lexically realizable, the database
lists:

1. Frame Elements (FE): represent the correspond-
ing participants and objects of a frame. Based
on the type of supporting information they con-
tribute, frame elements can be categorized as core
and non-core. For the frame Commerce buy, for
instance, BUYER and GOODS are core FEs while
PLACE is non-core.

2. A list of Lexical Units: The list of known lexi-
cal units (single or multiple words) that can evoke
the frame. For the frame Commerce buy, this
includes buyer.n, client.n and purchase.n.

3. Frame Relations: Each frame is connected to
related frames with edges denoting the kind
of relation (eg. precedence, inheritance, etc.)
that exists between the interconnected frames.
Commerce buy inherits from Getting and is a
perspective on Commerce goods-transfer

Currently, there are FrameNet projects for several lan-
guages including German, Japanese and Brazilian Por-
tuguese. A part of these groups forms an initiative
for multilingual research in frame semantics, Global
FrameNet1.
Lately, full-text annotation, translation analysis (Czulo,
2017; Torrent et al., 2018, i.a.) and multimodal anno-
tation (Belcavello et al., 2020) have seen increasing in-
terest in frame semantics, shifting the annotation focus.
In lexicographic annotation, annotation practice usu-
ally is aimed at making clear decisions on categories.
Annotation accuracy is often measured in relation to a
gold standard or by inter-annotator agreement. A les-
son from frame-semantic annotation, however, is that
not all annotation cases can be decided and multiple

1https://www.globalframenet.org/

interpretations are possible. This issue has seen more
attention in the above-mentioned more recent trends. In
a phrase such as Kinder, die dieses Jahr in die Schule
gehen ‘children who start going to school this year’, the
annotation of Schule ‘school’ in this context could ei-
ther be argued to be a LOCALE BY USE (a place with a
certain purpose) or to refer to EDUCATION TEACHING
(a domain). In the end, one can wonder whether a de-
cision for either of the two has an added benefit, or
whether this actually represents the range of possible
interpretations. Indeed, already in the early design of
his theory, Fillmore points out that frames (in the ter-
minology at that time ‘scenes’) are associated with and
activate each other (Fillmore, 1975, 124). Considering
this as well as the fact that frames are, in general, pro-
totypical categories, they mostly cannot be understood
as sharply distinct, necessarily discrete categories.

3. The Framed Multi30k Dataset
In recent years, several projects have been expand-
ing the popular dataset for sentence-based image de-
scription Flickr30k (Young et al., 2014): a multimodal
dataset containing 31,783 images of everyday activi-
ties, events and scenes, each paired with five differ-
ent English captions providing clear descriptions of the
salient entities and events. The Multi30k dataset (El-
liott et al., 2016) is a multilingual expansion of the
Flickr30K with five German original conceptual de-
scriptions (Hodosh et al., 2013) crowdsourced indepen-
dently of the original English captions. The German
translations of the English captions were created by
professional translators. The Flickr30k Entities dataset
(Plummer et al., 2015) adds image-to-text relations
by manually annotating bounding boxes that assign
region-to-phrase correspondences, linking mentions to
the same entities in images with lexical items in the five
captions describing that image (Figure 1).
For the experiments reported in this paper, we rely
on yet another extension of Flickr 30k: the Framed
Multi30k dataset (Torrent et al., 2022), which aug-
ments both Flickr30k Entities and Multi30k datasets
with (a) semantic annotation based on the network of
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Figure 2: User interface for the multimodal annotation tool used for building the Framed Multi30k dataset.

frames and relations from FrameNet Brasil and (b)
Brazilian Portuguese captions to the images. Framed
Multi30k includes both English-Portuguese Transla-
tion (PTT) of the English Original captions (ENO) and
Brazilian Portuguese Original descriptions (PTO) for
each image in Flickr 30k. For the translation task, grad
students majoring in translation studies were presented
with one of the original English captions and instructed
to translate the descriptions sticking as closely as possi-
ble to the English source sentence. For the task of cre-
ating original descriptions, native speakers of Brazilian
Portuguese majoring in Language and Linguistics were
presented with an image and instructed to write an orig-
inal conceptual description (Hodosh et al., 2013). The
instruction said to describe only what is depicted in the
scene – its entities, their attributes, and relations – as
opposed to providing additional background informa-
tion that cannot be obtained from the image alone, such
as about the situation, time, or location in which the im-
age was taken.
As for the annotation of images, Framed Multi30k as-
sociates, via manual annotation, the bounding boxes in
Flickr 30k Entities with frames and frame elements, us-
ing the annotation interface shown in Figure 2. Note
that, based on the original Flickr 30k Entities dataset
organization, the bounding boxes presented for annota-
tion are only the ones grounded in the referential noun
phrases found in the caption. This is to say that differ-
ent captions of one same picture usually have different
sets of bounding boxes.
Because Framed Multi30k is still under construction,
for this paper, we selected a random sample of 2,000
images for which there already are both the PTT and

the PTO captions, in addition to the ENO captions.
Those images and their corresponding captions com-
prise the dataset used in the experiments.
Portuguese original captions are usually shorter than
the original English captions, both in terms of the
number of tokens (27,421 PTO x 38,881 ENO), types
(3,747 PTO x 3,809 ENO), and characters (128,659
PTO x 152,837 ENO). When comparing the original
descriptions with their translations to Brazilian Por-
tuguese, we observe that, despite having fewer tokens
(35,074 PTT x 38,881 ENO), translated sentences are
more varied in terms of types (4,712 PTT x 3,809
ENO) and have a higher character count (165,724 PTT
x 152,837 ENO). The properties of PTO and PTT cap-
tions are similar to the ones found for German origi-
nal and translated captions when the Multi30k dataset
was built (Elliott et al., 2016). Inflectional properties of
German, in comparison to English, may in part be re-
sponsible for the differences; they may also reflect the
oft-made observation that translations have a tendency
to be longer than originals.

4. Experiments
Experiments were set up so as to assess frame semantic
similarity across languages and across communicative
modes. In both cases, we use the cosine similarity (CS)
between the frame semantic representations generated
either automatically by a semantic parser or manually,
via annotation.
The CS algorithm used to measure frame semantic sim-
ilarity between two annotations comprises three stages:

1. building an associate table using frames from
FrameNet;
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Figure 3: User interface of the multimodal annotation tool adapted for the second task.

2. building associative arrays associating each an-
notation – automatic or manual – with the di-
rectly evoked and related frames in the FrameNet
database;

3. measuring cosine similarity between associative
arrays.

In this application, the FrameNet network is repre-
sented as an Acyclic Directed Graph – the FN graph
– where each node (frame) is associated with another
node (frame) higher in the same hierarchy. The FN
graph is used to build the associative table for each
frame. This table indicates a relatedness metric and is
calculated using Spread Activation (SA) (Gouws et al.,
2010). The SA algorithm models an iterative energy
propagation process from one or more nodes to other
nodes in a graph in three stages: (i) pre-adjustment, (ii)
spreading, and (iii) post-adjustment (Crestani, 1997).
Before the spreading stage, the energy value for each
node was calculated during the pre-adjustment stage.
Energy decay was calculated for the value of the node
so that this value is within the [0,1] interval. The calcu-
lated value was then output to the neighboring nodes.
Post-adjustment was not used, since the FN graph is
acyclic and the FN hierarchies do not comprise many
levels.
From the associative table of each frame present in an
annotation, the associative arrays were built. Each in-
dex in the array corresponds to an associated frame and
the value of the index indicates the activation level of
that frame. When comparing two annotations, for ex-
ample a1 and a2, the array for a1 is completed with
the frames evoked by a2 but not evoked by a1, and
vice versa. A zero value is computed for each of those
“completion frames”. Finally, the relatedness between
the two annotations is measured using the standard CS
between two associative arrays.
CS of associative arrays were used as a metric for
assessing semantic similarity of both captions in a
crosslinguistic perspective, and communicative modes

in a crossmodal perspective. We describe the experi-
mental designs used for each perspective next.

4.1. Semantic similarity across languages
To evaluate semantic similarity of image captions
across languages, we compare the semantic frame rep-
resentation of the original English captions (ENO) pro-
vided by the Flickr 30K dataset with the Brazilian Por-
tuguese translations of those captions (PTT) and the
original Portuguese captions produced for the same
pictures (PTO). Comparisons are pairwise and are as-
sessed using the cosine similarity between associative
arrays generated for each caption. Therefore, three
measures are extracted from this experiment, namely,
cosine similarities for the ENO x PTT, ENO x PTO and
PPT x PTO pairs.
Frame-evoking lemmas from all captions in each lan-
guage were automatically retrieved using DAISY (Tor-
rent et al., 2022), a disambiguation algorithm that uses
the network of semantic frames, Frame Elements (FEs)
and Lexical Units (LUs) from the FrameNet database
to assign the correct frames to each lexical item based
on the context provided by each sentence. By treating
word forms, lexemes, LUs and frames as nodes in a
graph, and attributing values to each node and also to
each candidate lemma, the disambiguation algorithm
uses a spread activation search method (Diederich,
1990; Tsatsaronis et al., 2007) to calculate the energy
decay of each lemma as it propagates through the nodes
in the network. This method takes into account not only
how far a specific node is from the beginning nodes –
meaning, how much energy is lost as connections need
to be traversed in order to reach that specific node – but
also how it is activated by liked neighboring nodes, re-
ceiving more energy, which helps determine its relative
importance in the network.
Table 1 presents the differences among the multilin-
gual corpora. Brazilian Portuguese translations have
a lower average number of lemmas than the origi-
nal English captions (19.44 ENO x 17.54 PTT) and
also fewer frame-evoking lemmas (17.78 ENO x 12.38
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PTT). Original descriptions in Portuguese also have
a lower average number of lemmas than the English
captions (19.44 ENO vs. 13.71 PTO lemmas) and
also evoked fewer frames (17.78 ENO vs. 9.98 PTO
frames). Considering the normalized number of frames
per lemma, the original English caption ratios (M =
0.92, SD = 0.33) are significantly higher than the Por-
tuguese translations (M = 0.71, SD = 0.28) and original
descriptions (M = 0.75, SD = 0.32), with t(3996) =
21.28, p < 0.001 and t(3996) = 16.35, p < 0.001,
respectively, using Welch’s t-test (Welch, 1947). This
difference is a consequence of the broader lexical cov-
erage of English in relation to Portuguese. It is worth
noting, however, that this difference does not impact
the validity of the comparisons between cosine simi-
larities because the vectors representing frames evoked
by a sample in English are always paired with samples
of the other corpora. Any variation in a comparison
between a translation and a original sentence in Por-
tuguese is caused by their own differences.
Portuguese originals also have a higher frame:lemma
ratio, although this difference is lower than the others
(t(3996) = −3.83, p < 0.001). In this case, since both
corpora are on the same language, the difference can be
explained by the lexical choices of the annotators: the
translation corpus contains 2,755 singletons, while the
original Portuguese annotations have 2,118.

ENO PTT PTO

Frames
avg. # 17.78 12.38 9.98

stdev 8.04 5.96 4.86

Lemmas
avg. # 19.44 17.54 13.71

stdev 6.47 6.21 5.48

Frame:Lemma
avg. 0.92 0.71 0.75

stdev 0.33 0.28 0.32

Table 1: Counts and ratios for annotated frames and for
lemmas

4.2. Semantic similarity across modes in
different annotation setups

For assessing similarity of semantic annotation of dif-
ferent communicative modes and how it may be influ-
enced by the annotation setup, the results of two anno-
tation tasks for tagging bounding boxes in the Flickr
30k Entities dataset for frames and frame elements
were used.
The first is the one originally designed for building
the Framed Multi30k dataset, where native speakers
of Brazilian Portuguese, who are also fluent in En-
glish, are assigned the task of enriching the multimodal
dataset with FrameNet frame and frame element tags
while analyzing image-caption pairings – see Figure 2.
Before being assigned this task, annotators were
trained on the guidelines and the quality of their an-

notation work was manually checked for a first batch
comprised of six hundred annotations, one hundred im-
ages from each of the six annotators involved. Af-
ter validating the control quality batch, a second batch
with 275 images per annotator was assigned to them.
For this first task, annotators were instructed to follow
the FrameNet annotation guidelines and to assign a se-
mantic frame and a frame element to the objects in the
bounding boxes.
In the example annotation (Fig. 2), the lexical items “A
street performer,” “stilts,” “the stone tiles,” “discovers,”
“the thief,” and “the suitcase,” from the original English
caption created to describe this image, are correlated to
bounding boxes containing the entities referred to by
those lexical items. For the first bounding box – col-
ored red and correlated with the also red sentence seg-
ment “A street performer,” – the annotator assigned the
frame People by vocation, which contains words
for individuals as viewed in terms of their vocation,
and the core frame element PERSON. For the second
bounding box – colored green and correlated with the
green sentence segment “the thief” – the annotator as-
signed the frame Theft, which is evoked by lexical
items describing situations in which a perpetrator takes
goods from a victim, and the core frame element PER-
PETRATOR – the person (or other agent) that takes the
goods away.
The second annotation task was specifically devised for
this paper. We asked a different group of five anno-
tators to annotate a subset of 1,000 images within the
original 2,000 images sample for frames and frame el-
ements in the bounding boxes associated with each im-
age. This time, however, annotators were not presented
with the captions. In other words, they should apply
FrameNet labels while having only the visual mode as
reference. Given the nature of the visual corpus, an-
notators were instructed to only assign Entity frames
and the related core frame element. The same manu-
ally created bounding boxes from Flickr 30k Entities
were used to determine which objects from each image
should be annotated. This time, however, all bounding
boxes associated with each image were presented (Fig.
3). As in the first task, the quality of the annotations
was assessed by manually checking a subset before al-
lowing annotators to proceed to the full task.

5. Results
In the following subsections we present the results for
each of the experiments described in section 4.

5.1. Similarity of semantic representations
across languages

Average cosine similarity measures for each caption
type pair – ENO x PTT, ENO x PTO and PTT x PTO
– are presented in Table 2. The distributions of those
similarities are shown in Figure 4.
Taking into consideration how the cosine similarity dis-
tributions shown in Figure 4 approximate a normal
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ENO PTO

avg. cos stdev avg. cos stdev

ENO - - 0.33 0.14

PTT 0.51 0.14 0.43 0.2

PTO 0.33 0.14 - -

Table 2: Average cosine similarity between Associa-
tive arrays built for the frame semantic representations
of ENO, PTT and PTO captions

distribution and the almost equivalent variances, Stu-
dent’s and Welch’s t-test were used to verify the sig-
nificance of the differences, according to the variables
variance. The cosine similarities between PTT and
ENO (M = 0.51, SD = 0.14) were significantly higher
than those between PTO and ENO (M = 0.33, SD =
0.14), t(1998) = 41.78, p < 0.001. Additionally, the
average similarities between PTO and PTT (M = 0.43,
SD = 0.2) are higher than those between PTO and ENO,
with test statistic t(1998) = 19.98, p < 0.001. At the
same time, those similarities are significantly smaller
than those between PTT and ENO, with t(1998) =
−13.71, p < 0.001.

0.0 0.2 0.4 0.6 0.8

(a) ENO × PTO

0.0 0.2 0.4 0.6 0.8

(b) ENO × PTT

0.0 0.2 0.4 0.6 0.8 1.0

(c) PTT × PTO

Figure 4: Distribution of cosine similaritiy values be-
tween ENO, PTT and PTO.

5.2. Similarity of semantic representations
across modes in different annotation
setups

Average cosine similarity measures and the standard
deviation for image annotations compared to the orig-
inal English textual annotations are presented in Table
3. The distributions of those similarities are shown in
Figure 5. The annotations made with a reference cap-
tion in English (VWC), when compared against ENO,
had higher cosine similarities (M = 0.43, SD = 0.13)
than the ones annotated without any reference (VWoC)

(M = 0.38, SD = 0.12), with Student’s t-test statistic
t(998) = 8.64, p < 0.001.

ENO

avg. cos stdev

VWC 0.43 0.13

VWoC 0.38 0.12

Table 3: Similarity for image frame annotation setups
with and without captions present.

0.0 0.2 0.4 0.6 0.8

(a) ENO × VWC

0.0 0.2 0.4 0.6 0.8

(b) ENO × VWoC

Figure 5: Distribution of cosine similaritiy values be-
tween ENO, VWC and VWoC.

6. Discussion
The similarity coefficients from the multilingual com-
parison indicate that in terms of perspective of annota-
tion, PTT seems to be somewhere between ENO and
PTO, with a comparable distance to either. In some
way, this was to be expected, given that the translation
brief required translators to make a close rendition of
the English original. With the cumulative analysis per-
formed here, we cannot make the claim that this a clear
case of shining through (Teich, 2003), i.e. a case of
source text features being over-represented in the tar-
get text. For the domain of motion events, systematic
framing differences between languages are well doc-
umented (Talmy, 2000; Slobin, 2004). In the image
annotation, however, we will find a vastly broader an-
notation including people and artifacts, and we do not
yet know whether any of the involved languages has
a preference for a certain framing or interpretation of
these categories in image descriptions. Also, the vari-
ation we see between ENO and PTO might be due to
randomness, with PTT being an intented close rendi-
tion of ENO.
Besides a better understanding of potential framing
preferences in a language, we also need to cross-check
against variation that can happen within one language,
or in other words: If we had two sets of annotations
for English by different annotators, might they be as
similar/distant as ENO/PTO or rather as ENO/PTT?
While the numbers presented here may be first indi-
cators, clearly more elaborate setups and evaluations
are needed to dig deeper into the questions of framing
preferences between languages and translation effects.
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As to the latter, it is not a given that influence from
the source language is the only factor to be taken into
account: As shown, e.g., in (Vandevoorde, 2020), nor-
malization (Baker, 1995), i.e. the (over-)adherence to
target language conventions is another semantic effect
that can be witnessed in translation, or re-framings due
to an open list of factors such as those described, i.a.,
in (Slobin, 2005; Rojo and Valenzuela, 2013; Czulo,
2017; Ohara, 2020).
As for the image annotation setups, the experiments in-
dicate that, under a model that takes perspective into
account, labels assigned to images are not to be taken
as some sort of “ground truth” representation. Annota-
tors taking part in the experiment tended to frame the
image according to the caption, which is shown by a
significant higher cosine similarity between ENO and
VWC. The very examples in Figures 2 and 3 give an
indication of that: while the person holding the suit-
case was annotated as a thief when in presence of the
caption, they were tagged as a person in the absence of
the caption clue.
This is an indication that the role of images as prox-
ies for “ground truth” in multimodal datasets is, at the
very least, limited, if one considers that meanings are
relativized to perspectivized scenes, as pointed out by
Fillmore (1977). The main issue at stake here is that,
in general, image annotation in multimodal datasets in-
volve the assignment of labels from a categorization
system that does not encode perspective.
In cases where the annotation is carried out by humans,
which is the case for the Flickr 30k Entities dataset,
the categories available for annotation of the bound-
ing boxes are very coarse-grained and include only:
people, clothing, body parts, animals, vehicles, instru-
ments, scene, not visual and other. In this scenario,
the distinction between thief and person, for instance,
would be subsumed under the “people” tag. The sce-
nario is even more concerning when we consider that,
among the 559,767 bounding boxes in the Flickr 30k
Entities dataset, 182,136 (32.53%) received the “peo-
ple” tag and 138,658 (24.77%) received the “other” tag.
In the cases where image annotation is conducted au-
tomatically, using computer vision algorithms such as
YOLOv3 (Redmon and Farhadi, 2018), for example,
the core problem remains unchanged. Such systems
are trained on datasets such as MS-COCO (Lin et al.,
2014) or Open Images (Kuznetsova et al., 2020). In
both cases, the categories used for tagging bounding
boxes are organized in ontologies that do not encode
perspective either. Last but not least, even in the case
of Open Images, where, on top of the categories as-
signed to each image, attributes and relations can also
be assigned as triplets, it is not made clear whether the
different perspectives on them are encoded.
Because the way humans interpret the entities in an im-
age may be influenced by the text accompanying it –
as the results in Table 3 suggest –, the current con-
figuration of image annotation systems may limit the

role of images in downstream tasks such as multimodal
machine translation. Even in Flickr 30k, where cap-
tions are conceptual descriptions of images, the rela-
tion between image and text is not equivalent to that
of an absolute fact and one possible description of it.
Images may too accommodate different perspectives
and accounting for those differences is key for assur-
ing that the relation between the image and the text is
preserved, for instance, in a translated sentence.

7. Conclusion(s) and further work
The experiments and analyses described in this contri-
bution have produced two results:

1. Frame semantic similarity for image captions in
different languages are sensitive to whether a de-
scription is a translation or not.

2. Semantic similarity was also influenced by the
annotation setup in that presenting captions with
images to be annotated produced higher seman-
tic similarity across modes, indicating that image
description data cannot be assumed to be an “in-
dependent source” or “ground truth” of semantic
information.

The former result needs further investigation in order
to test for its generalizability. This would include ex-
tending the experiment to different language pairs as
well as comparing such results with variation within
a language, e.g., with multiple captions per image in
one language. Also, the question of whether there are
language-specific framing preferences at play can only
be answered by means of deeper analyses of the frame
semantic annotation of the original captions.
The latter result in a sense is analogous to the obser-
vation that the translation of image captions seems to
carry, in parts, influence from an “anterior” - for the
case of translation, this the description to be translated,
with regard annotation setup, shown to annotators. If
priming is to be assumed as a relevant factor in both
cases, then the observation does not come as a surprise,
but at the same time commands caution for future an-
notation setups. Priming as a factor could be tested for
in order to corroborate this assumption.
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Abstract
Hate speech recognizers may mislabel sentences by not considering the different opinions that society has on selected topics.
In this paper, we show how explainable machine learning models based on syntax can help to understand the motivations that
induce a sentence to be offensive to a certain demographic group. To explore this hypothesis, we use several syntax-based
neural networks, which are equipped with syntax heat analysis trees used as a post-hoc explanation of the classifications and
a dataset annotated by two different groups having dissimilar cultural backgrounds. Using particular contrasting trees, we
compared the results and showed the differences. The results show how the keywords that make a sentence offensive depend
on the cultural background of the annotators and how this differs in different fields. In addition, the syntactic activations show
how even the sub-trees are very relevant in the classification phase.

Keywords: Hate speech recognizer, Explainable models, Perspectivism

1. Introduction
Hate speech recognizers (HSRs) (Warner and
Hirschberg, 2012; Djuric et al., 2015; Gambäck
and Sikdar, 2017) can be a great tool to contrast
offensive terms, limit negative debates, and protect
ethnic minorities. Indeed, these recognizers are
excellent for spotting sentences containing offensive
words as, over the years, several datasets focussing
on this phenomenon have been released and used as
training models (Waseem and Hovy, 2016; Davidson
et al., 2017; Founta et al., 2018; Basile et al., 2019).
However, these standardized datasets focus purely on
offensive terms and indicate sentences as hate speech
only because they contain words typically labeled as
hate. This becomes a serious problem as hate speech
recognition is done only focusing on trigger words.
The context where sentences are written is disregarded
as well as the addressees of the messages in these
sentences.
Anyway, focusing on trigger words, HSRs increase the
probability of tagging sentences from dialects of spe-
cific ethnic communities as hate speech. The result is
that users who should be protected may risk banning
(Sap et al., 2019). This is because some words are not
offensive to some groups of people with particular eth-
nic backgrounds. On the contrary, the use of apparently
inoffensive words can have a huge offensive impact on
the society of other ethnic groups. So, the problem of
hate speech and automatic hate speech detectors can-
not be summarized in the classification of offensive ele-
ments but has a broader impact that includes who reads
those sentences and how they are written.
Word-based and transformer-based models have a de-
bias problem that is difficult to mitigate or easy to
escape (Hosseini et al., 2017), and a typical solution
is to use regularization techniques as in the case of

transformers, by fashioning their attention mechanism
(Kennedy et al., 2020). Although, attention seems to
capture syntactic information (Eriguchi et al., 2016;
Chen et al., 2018; Strubell et al., 2018; Clark et al.,
2019), it is not clear how these regularizations reduce
the use of trigger words.
In this paper, we want to find out - through syntac-
tic models - what are the substructures that make a
sentence labelable as hate speech, comparing explain-
able models trained on the same dataset but labeled by
groups of people with different backgrounds. Our re-
sults show how the hate speech phenomenon is quite
subjective and how the underlying motivations are dif-
ferent according to the cultural background of the an-
notators.

2. Background and related works
Methods to improve the interpretability of the predic-
tions of supervised machine learning models and deep
learning models are generally found in the literature
around Explainable AI (XAI) (Samek et al., 2017;
Samek and Müller, 2019; Vilone and Longo, 2020).
For text classification tasks such as sentiment analysis
or hate speech detection, methods have been proposed
that work at the lexical level (Clos et al., 2017) or by
highlighting subsequences of text that contribute to the
final label (Perikos et al., 2021). Most modern models
of neural interpretability rely on attention-based tech-
niques (Bodria et al., 2020), using auxiliary tasks such
as Aspect-Based Sentiment Analysis for Document-
Level Sentiment Analysis interpretability (Silveira et
al., 2019), or external knowledge (Zhao and Yu, 2021).
While it has been postulated that attention-based mod-
els learn syntactic structure to a certain degree (Man-
ning et al., 2020), the role of syntax in the interpreta-
tion of the model is still understudied, as opposed to
classification (Cignarella et al., 2020).
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The massive use of syntax, defined as heat parse trees
and used as a post-hoc explanation of the classification,
has shown that in the hate speech phenomena, syntax
alone is not able to distill the prejudice because it is al-
ready intrinsic in the most common hate speech train-
ing corpora and so, syntax cannot drive the “attention”
of hate speech recognizer to ethically-unbiased features
(Mastromattei et al., 2022).
The potential impact of a perspectivist approach to-
wards improving the interpretability of supervised
Linear Programming (LP) models has been explored
by Basile (2021). In the cited paper, the author pro-
posed a simple method to derive a description of the
different perspectives taken by the annotators of a hate
speech corpus in the form of bags of words. Fell et
al. (2021) further pursue this direction by proposing
a method to cluster annotators, providing at the same
time word clouds highlighting the terms that trigger a
sensible response by different groups of people.

3. Methods and data
To explore perspectivism in explainability models we
used the following steps: 1) a structured dataset having
polarized labels (Sec. 3.1), 2) two or more explainable
models (Sec. 3.2) and 3) an algorithm that explains
how to analyze an outcome according to two different
viewpoints and how these viewpoints conflicting (Sec.
3.3).

3.1. Brexit Hate Speech Dataset
To validate our method, we tested it on real-world data
annotated with hate speech and several other phenom-
ena. We selected the dataset by Akhtar et al. (2021),
a corpus of 1,120 English posts from Twitter. The
dataset was originally gathered for research on stance
detection (Lai et al., 2019), and it has been further
annotated with four binary labels: hate speech, (pres-
ence of) stereotype, aggressiveness, and offensiveness,
adapting the guidelines used for the annotation of the
Italian Hate Speech Corpus (Sanguinetti et al., 2018).
Interestingly for our work, the Brexit dataset is anno-
tated in its entirety by six different annotators belong-
ing to two distinct social groups. The target group is
composed of three Muslim immigrants in the United
Kingdom, while the control group is composed of three
Ph.D. students with western backgrounds. The inter-
annotator agreement computed on the two groups sep-
arately shows that each group is fairly consistent in-
ternally (a high intra-group agreement) across all four
dimensions, while they agree much less between mem-
bers of different groups (low inter-group agreement).
Using only the hate speech label, the inter-annotator
agreement for both groups is a Fair agreement, em-
ploying the Fleiss’ kappa measure.

3.2. Explainable Syntax-based models
Model interpretability is crucial in the study of divisive
topics because it increases the trust that humans place

in models and also for its fair and ethical decision-
making. Especially, in the text-classification task, ex-
plainable syntax-based models return syntactic struc-
tures that are ideal for understanding sentence labeling
and analyzing the substructures that influenced that tar-
get.
For this purpose, we used KERMIT (Zanzotto et al.,
2020) and KERM-HATE (Mastromattei et al., 2022):
two explainable syntax-based models that return heat-
colored parse trees according to the values of activation
of the model during the evaluation phase. Both models
are based on the same components: a KERMIT compo-
nent (that allows the encoding and the visualization of
the activations of universal syntactic interpretations in a
neural network architecture) and a transformer model.
KERM-HATE differs from KERMIT only for a four-
layer fully-connected neural network at the top of the
model. KERMITviz (Zanzotto et al., 2020), makes the
KERMIT component the most relevant part of the two
models. KERMITviz gives the possibility to extract as
output not only the classification target but especially
the colored parse tree with the activation value of every
single node that composes a generic sentence. Thus,
KERMITviz allows us to visualize how decisions are
made according to activations of syntactic structures.

3.3. Contrasting trees
Using KERMIT and KERM-HATE (Sec.3.2), it is
possible to study perspectivism through syntax trees.
Given two equal KERMIT-like models and a sentence
S, it is possible to derive a syntactic tree (constrasting
tree) whose activation values are the result of the dif-
ference between the activation values of the two mod-
els. The final result should be displayed using KER-
MITviz. In this way, it is visible which are - after the
two trees and their activations - the most active sub-
parts and which are the syntactic structures that influ-
ence the classification of a sentence for a given model.
This analysis is important to understand how salient are
the syntactic substructures of a sentence and how they
affect the final classification.
To generate a contrasting tree, we used the following
method: let TA =< T̄ , V̄A > and TB =< T̄ , V̄B >
two trees obtained from the same sentence S such that:
T̄ = {t̄i, ..., t̄n} is the ordered list of non-empty sub-
trees that makes up Ti (with i = {A,B}) and V̄i =
{v̄i,1, ..., v̄i,n} is the list of activation values where v̄i,j
is the activation value of subtree t̄j (with 1 ≤ j ≤ n).
Thus the contrast tree Ti−k =< T̄ , V̄i−k > is obtained
from Ti − Tk and so V̄i−k = {(v̄i,1 − v̄k,1), ..., (v̄i,n −
v̄k,n)} (with i, k = {A,B} and i ̸= k).
In this way V̄i−k contains only the relevant activations
Ti because if v̄i,j ≈ v̄k,j ⇒ (v̄i,j − v̄k,j) ≈ 0, while if
v̄k,j >> v̄i,j then the result is a negative value and so
a zero activation value.

4. Experiments
This section describes all the parameters and pretrained
models used during our analysis (Sec. 4.1). Finally in
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Sec 4.2 all obtained final results are shown and ana-
lyzed.

4.1. Experimental set-up
We tested our dataset using several models according
to Mastromattei et al. (2022) tests: two transformer-
based models and three syntax-based models. The two
transformer-based model are Bert (Devlin et al., 2018)
and XLNet (Yang et al., 2019) while the syntax-based
are: KERM-HATE (Mastromattei et al., 2022), KER-
MIT (Zanzotto et al., 2020) and a modified version of
KERMIT called KERMITXLNet in which the original
transformer sub-network has been replaced with XL-
Net. In this way, it is easier to visualize and compare
all the models presented because for each transformer-
based model, the syntax-based one was also gener-
ated. To assess statistical significance, each experi-
ment was repeated 10 times with different seeds for ini-
tial weights. The meta-parameters utilized in training
phrase are the following: for the syntax-based mod-
els (KERM-HATE, KERMIT and KERMITXLNet):
(1) the tree encoder is on a distributed representation
space Rd with d = 4000 and has penalizing factor
λ = 0.4 (Moschitti, 2006); (2) constituency parse
trees have been obtained by using Stanford’s CoreNLP
probabilistic context-free grammar parser (Manning et
al., 2014). KERM-HATE’s fully-connected four-layers
network change the representation space four times:
Rn → Rm → Rn → Rm where m = 2, 000 and n =
4, 000, before concluding with the final classification
layer. (3) the decoder layer is a fully connected layer
with the ReLU activation function (Agarap, 2018) ap-
plied to the concatenation of the KERMIT sub-network
output and the final [CLS] token representation of the
transformer model. Bert and XLNet model but also
the transformer sub-networks component in the syntax-
based models were implemented using Huggingface’s
transformers library (Wolf et al., 2019). For all mod-
els, the class weight wi is inversely proposional to its
classi (Ci) cardinality (wi = 1

|Ci| ) and the optimizer
used is AdamW (Loshchilov and Hutter, 2019) with the
learning rate set to 2e−5. All models used a batch size
of 64 and are trained for 3 epochs. The dataset de-
scribed in Sec. 3.1 was divided into 80% for training
and a 20% for testing. The two output datasets were
used in the training and testing phase for all models
used. Our hardware system consists of: 4 Cores Intel
Xeon E3-1230 CPU with 62 Gb of RAM and 1 Nvidia
1070 GPU with 8Gb of onboard memory.
To generate contrasting trees, we used the algorithm
described in Sec. 3.3 and - using KERMITviz - showed
the final results.

4.2. Result and discussion
In Table 1 we show the results in the testing phase of the
five analyzed models. As it can be observed, KERM-
HATE and KERMIT result to be the best models ob-
taining higher performances than the other models. It is
important to note that the dataset is strongly unbalanced

in favor of the “no hate speech” class. For this reason,
in order to calm the results obtained and to continue
the analysis, we use as visualization model KERMIT
and not KERM-HATE, which has lower performances
in the F1-measure “hate speech” class than KERMIT.
In Figure 1 we graphically show the output of KER-
MIT, trained using both control group (KERMITC) and
target group (KERMITT ) labels on the same sentence:
“Time to kick Islam out of Britain”.

Sentence: Time to kick Islam out of Britain

(a) Labeled as hate speech
for the model trained us-
ing the control group labels
(KERMITC )

(b) Labeled as hate speech
for the model trained us-
ing the target group labels
(KERMITT )

Figure 1: KERMIT colored parse trees output

We can observe that the output of KERMITC is com-
posed of subtrees that are much more active than those
of KERMITT , which concentrates on its leaves. If we
analyze each tree individually, we discover that the la-
bel “hate speech” for KERMITC (Figure 1a) is gen-
erated by the leaf “time”, its parent node and by the
right subtree of depth 4. KERMITT , on the other hand,
although it has the same label (“hate speech”), concen-
trates more on terminals and on hate/racial keywords,
such as “kick” and “Islam”, but also on “Britain”
(Figure 1b).
Using these trees, we created their contrasting trees
to visualize which are the sub-structures keys in
KERMITC and KERMITT excluding the similar acti-
vations in both models (Figure 2). The result obtained
confirms our analysis done previously on the individual
trees (Figure 1) and adds further details. In particular,
even if some sub-structures result to be unaltered, in
Figure 2a we have a prevalence of active non-terminal
nodes compared to Figure 2b which instead continues
to concentrate on leaf nodes.
This analysis does not show an isolated case. We per-
formed a quantitative analysis of the data by analyz-
ing over 8,600 subtrees from several sentences within
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Model
Control group Target group

Accuracy F1 measure Accuracy F1 measure
Macro Weighted Macro Weighted

Bert 0.61 (± 0.33)⋄ 0.38 (± 0.15)⋄ 0.62 (± 0.31)⋄ 0.45 (± 0.16)⋄ 0.39 (± 0.19)⋄ 0.27 (± 0.36)⋄

XLNet 0.70 (± 0.29)†,• 0.42 (± 0.14)†,• 0.70 (± 0.28)†,• 0.53 (± 0.22) 0.37 (± 0.12) 0.45 (± 0.25)
KERM-HATE 0.92 (± 0.01)⋄,†,∗ 0.49 (± 0.04)⋄,† 0.88 (± 0.08)⋄,†,∗ 0.64 (± 0.11)⋄,◁ 0.48 (± 0.05)⋄,∗ 0.61 (± 0.08)⋄,∗

KERMIT 0.81 (± 0.13) • 0.49 (± 0.04)• 0.82 (± 0.08)• 0.55 (± 0.12)◁ 0.47 (± 0.05) 0.55 (± 0.10)
KERMITXLNet 0.31 (± 0.33)∗ 0.21 (± 0.19) 0.27 (± 0.36)∗ 0.56 (± 0.12) 0.46 (± 0.05)∗ 0.56 (± 0.09)∗

Table 1: Performance of all model tested. Mean and standard deviation results are obtained from 10 runs. The
symbols ⋄, †, ∗ , • and ◁ indicate a statistically significant difference between two results with a 95% of confidence
level with the sign test.

Sentence: Time to kick Islam out of Britain

(a) Tree obtained subtract-
ing from KERMITC ac-
tivation values those of
KERMITT

(b) Tree obtained subtract-
ing from KERMITT activation
values those of KERMITC

Figure 2: Contrasting trees

the dataset. If the prediction was “hate speech” for
both KERMITC and KERMITT , then KERMITT fo-
cuses predominantly on tree leaves (the depth of acti-
vated subtrees is approximately 1) while the activation
of KERMITC is more distributed along with the syn-
tax trees, with the average depth of activated subtrees
equal to 1.7.
For a more accurate view of other sentences and their
activations, in Appendix A we show more examples
where both KERMITC and KERMITT predict the
same sentence as “hate speech” but also cases where
the label between the two models differs (“no hate
speech” - “hate speech”).

5. Conclusion
Hate speech recognizers (HSRs) typically label a sen-
tence as offensive by counting only the number of trig-
ger words. In this paper, we have shown how, using
syntax-based explainable models and a dataset labeled
by two groups with different backgrounds, it is pos-

sible to view the motivations that lead HSRs to clas-
sify a sentence in a certain way and how those motiva-
tions change. Using contrast trees, we show the salient
points that make a sentence offensive for each group. In
this way, we can understand the motivations that each
group used, giving us a wider and less critical view of
their thinking (“Change my mind”).
Performing a quantitative analysis of the dataset - we
confirmed our hypothesis that sentence labeling de-
pends on the cultural background of each annotator.
This implies that the use of syntax is useful in the hate
speech phenomena and that the use of common hate
speech corpora as training datasets, does not include
the different aspects of society on a theme so subjec-
tive as hate speech.
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A. Qualitative analysis: extra examples
In this appendix, we show extra qualitative examples
using KERMITC and KERMITT but also contrasting
trees. We use the same schema used for Fig. 1 and Fig.
2.

Sentence: Fuck Obama and nobody listen to anymore
fuck that Muslim

Labeled as hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC
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Sentence: It’s your fault Muslim and African
immigrants! Stay the fuck away

Labeled as hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC

Sentence: Bloody foreigners causing a spike in racist
hate crimes

Labeled as no hate speech for KERMITC

Labeled as hate speech for KERMITT
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Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC

Sentence: blame Muslim for brexit hypocrisy

Labeled as no hate speech for KERMITC

Labeled as hate speech for KERMITT

Contrasting trees

KERMITC - KERMITT

KERMITT - KERMITC

125



Author Index

Ackaert, Naomi, 66
Alex, Beatrice, 73
Andrade Gamonal, Maucha, 100
Aroyo, Lora, 56

Bach, Benjamin, 73
Bacon, Geoff, 83
Barreto, Renata, 83
Basile, Valerio, 117
Belcavello, Frederico, 100, 108
Bielaniewicz, Julita, 37
Biester, Laura, 10
Bizzoni, Yuri, 20

Candri, Agri, 46
Chu, Yi, 32
Czulo, Oliver, 108

Demeester, Thomas, 66
Deng, Naihao, 10

Ferdinan, Teddy, 46

Glenn, Parker, 32
Gruza, Marcin, 37
Guidotti, Riccardo, 26

Hautli-Janisz, Annette, 1
Havens, Lucy, 73
Homan, Christopher, 56, 95
Hoste, Veronique, 66

Jacobs, Cassandra L., 32

Kanclerz, Kamil, 37
Karanowski, Konrad, 37
Kazemi, Ashkan, 10
Kazienko, Przemyslaw, 37
Kennedy, Chris, 83
Kocon, Jan, 37, 46
Korczynski, Wojciech, 46

Labat, Sofie, 66
Lassen, Ida Marie, 20
Lorenzi, Arthur, 100, 108

Marchiori Manerba, Marta, 26

Mastromattei, Michele, 117
Matos, Ely, 108
Matos, Ely Edison, 100
Mihalcea, Rada, 10
Milkowski, Piotr, 37

Ngo, Anh, 46
Nielbo, Kristoffer, 20

Ororbia, Alexander, 95

Passaro, Lucia, 26
Peura, Telma, 20

Reed, Chris, 1
Ruggieri, Salvatore, 26

Sachdeva, Pratik, 83
Sahn, Alexander, 83
Schad, Ella, 1
Sharma, Vanita, 10

Terras, Melissa, 73
Thielk, Marvin, 32
Thomsen, Mads Rosendahl, 20
Timponi Torrent, Tiago, 100, 108

Viridiano, Marcelo, 100, 108
von Vacano, Claudia, 83

Weerasooriya, Tharindu Cyril, 56, 95
Welty, Chris, 56
Wilson, Steven, 10

Zanzotto, Fabio Massimo, 117

126


	Program
	Disagreement Space in Argument Analysis
	Analyzing the Effects of Annotator Gender across NLP Tasks
	Predicting Literary Quality How Perspectivist Should We Be?
	Bias Discovery within Human Raters: A Case Study of the Jigsaw Dataset
	The Viability of Best-worst Scaling and Categorical Data Label Annotation Tasks in Detecting Implicit Bias
	What If Ground Truth Is Subjective? Personalized Deep Neural Hate Speech Detection
	StudEmo: A Non-aggregated Review Dataset for Personalized Emotion Recognition
	Annotator Response Distributions as a Sampling Frame
	Variation in the Expression and Annotation of Emotions: A Wizard of Oz Pilot Study
	Beyond Explanation: A Case for Exploratory Text Visualizations of Non-Aggregated, Annotated Datasets
	The Measuring Hate Speech Corpus: Leveraging Rasch Measurement Theory for Data Perspectivism
	Improving Label Quality by Jointly Modeling Items and Annotators
	Lutma: A Frame-Making Tool for Collaborative FrameNet Development
	The Case for Perspective in Multimodal Datasets
	Change My Mind: How Syntax-based Hate Speech Recognizer Can Uncover Hidden Motivations Based on Different Viewpoints

