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Abstract
This paper presents the creation and the evaluation of a new version of the reference SSJ Universal Dependencies Treebank
for Slovenian, which has been substantially improved and extended to almost double the original size. The process was
based on the initial revision and documentation of the language-specific UD annotation guidelines for Slovenian and the
corresponding modification of the original SSJ annotations, followed by a two-stage annotation campaign, in which two
new subsets have been added, the previously unreleased sentences from the ssj500k corpus and the Slovenian subset of
the ELEXIS parallel corpus. The annotation campaign resulted in an extended version of the SSJ UD treebank with 5,435
newly added sentences comprising of 126,427 tokens. To evaluate the potential benefits of this data increase for Slovenian
dependency parsing, we compared the performance of the classla-stanza dependency parser trained on the old and the new
SSJ data when evaluated on the new SSJ test set and its subsets. Our results show an increase of LAS performance in
general, especially for previously under-represented syntactic phenomena, such as lists, elliptical constructions and appo-
sitions, but also confirm the distinct nature of the two newly added subsets and the diversification of the SSJ treebank as a whole.

Keywords: Slovenian, treebanks, dependency syntax, dependency parsing, Universal Dependencies, annotation guide-
lines, annotation campaign, data evaluation

1. Introduction
Manually annotated language data are essential to the
development and evaluation of natural language pro-
cessing tools. For syntactic analysis in particular, these
mostly involve parsed corpora (treebanks), in which
surface word forms bear additional information on their
morphological and syntactic characteristics with the
structure of a sentence described as a tree-like graph.
To overcome the various drawbacks rising from the
multitude and heterogeneity of treebank annotation
schemes, especially in the field of multilingual parser
development, cross-lingual learning and research on
language typology, the Universal Dependencies (UD)
initiative (De Marneffe et al., 2021; Nivre et al., 2016)
proposed a universal inventory of grammatical cate-
gories and guidelines for their application to facilitate
consistent annotation of similar constructions across
languages.
As of the latest release (Zeman and others, 2022), the
UD scheme has been applied to more than 200 tree-
banks in over 130 languages and has contributed to
important scientific advances in natural language pro-
cessing and linguistics alike. This includes the refer-
ence SSJ treebank for written Slovenian (Dobrovoljc
et al., 2017), which has been used in modelling sev-
eral state-of-the-art parsing tools worldwide (Zeman et
al., 2018). The treebank, first released in UD v1.2 in
2015, included 8,000 parsed sentences comprising of
140,670 words, placing it in the top third of UD tree-
banks ranked according to data size.
Within the project Development of Slovene in a Digi-

tal Environment (DSDE)1 aimed at meeting the needs
for computational tools and services in the field of lan-
guage technologies for Slovenian, more than 5,000 new
sentences have been added to the SSJ treebank to in-
crease the size of manually annotated training data and
thus encourage further advances in the field of Slove-
nian language technology.
In this paper, we present the results of this latest activ-
ity by describing the creation of the new version of the
SSJ Universal Dependencies Treebank for Slovenian,
which has been substantially improved both in terms of
size and the quality of annotations. After a brief presen-
tation of the original version of the treebank in Section
2, we present the extensively documented and slightly
revised language-specific UD guidelines for Slovenian
in (Section 3) which were implemented to the original
treebank (Section 4) and used in the subsequent two-
stage annotation campaign described in Section 5. We
then evaluate the NLP relevance of the resulting dataset
by comparing the performance of a dependency parsing
tool trained on both versions of the SSJ treebank in Sec-
tion 6, and conclude with a short discussion on whether
our results justify the labour-intensive data extension
typical of treebank annotation in general (Section 7).

2. Original SSJ UD Treebank
The original SSJ UD treebank has been created by a
semi-automatic conversion from the reference ssj500k
training corpus for Slovenian (Krek et al., 2020b),

1https://slovenscina.eu/en

https://slovenscina.eu/en
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a balanced collection of texts sampled from the Fi-
daPLUS corpus (Arhar Holdt, 2007), a predecessor of
the 1-billion-word Gigafida reference corpus of con-
temporary written Slovene (Krek et al., 2020a). The
ssj500k corpus includes fiction, non-fiction and period-
ical texts dating from 1990 to 2000, which have been
manually annotated on various levels of linguistic an-
notation (Krek et al., 2020b), including lemmatization,
morphosyntactic tagging and dependency parsing in
accordance with the JOS annotation scheme (Erjavec
et al., 2010).
The ssj500k conversion from JOS to UD was based on
a broad set of mapping rules for all three annotation
layers (part-of-speech categories, morphological fea-
tures and dependency relations),2 the conversion to UD
dependencies required highly fine-grained rules given
the several significant distinctions between both anno-
tation schemes (Dobrovoljc et al., 2017), including a
much more detailed set of dependency relations in UD
(37 labels) in comparison to JOS (10 labels).
As a result, the full ssj500k corpus was automatically
converted to UD part-of-speech categories and mor-
phological features with only the instances of the verb
biti ’be’ requiring manual disambiguation (Dobrovoljc
et al., 2019) between AUX and VERB part-of-speech
tags. On the other hand, due to the limited coverage
of the the mapping rules for syntax, not all JOS-parsed
sentences could be converted automatically, especially
those exhibiting complex or rare phenomena pertain-
ing to clausal coordination, juxtaposition and predicate
ellipsis.
Consequently, only around two thirds of the 13,411
JOS-parsed sentences in ssj500k have been fully con-
verted to UD, which resulted in the original SSJ UD
treebank containing 8,000 sentences and 140,670 to-
kens. Despite the continuous improvements of the SSJ
UD annotations since its first release in 2015, the size
of the dataset remained unchanged. The 3,411 unre-
leased partially converted sentences from ssj500k were
thus the obvious starting point for the recent extension
of the SSJ UD dataset for Slovenian, as described in
Section 5.1.

3. Slovenian UD Guidelines Revision and
Documentation

With the exception of the online language-specific
guidelines for UD morphology annotation published
with the initial SSJ release (pertaining to the now ob-
solete Version 1 of the UD guidelines (Nivre et al.,
2016)), the guidelines for Slovenian UD dependency
annotation have only been documented implicitly – in
the form of the rule-based conversion scripts from JOS
to UD annotations (Section 2) and the resulting SSJ
dataset. To bridge this gap and provide the necessary

2The rules and conversion scripts from JOS to UD
are available at https://github.com/clarinsi/
jos2ud.

documentation in support of both annotation and explo-
ration of Slovenian UD data, the official Slovenian UD
guidelines have now been exhaustively documented for
all layers of annotation, by describing the general an-
notation guidelines and its application to specific con-
structions in Slovenian.
In the process, a few changes to the original UD
annotation principles for Slovenian were also intro-
duced to make them better compliant with the univer-
sal guidelines and the annotation principles adopted
by similar languages, mostly relating to comparative
constructions, emphasizing adverbials, sentence-initial
discourse phenomena and expletives.
For example, the Slovenian guidelines for the expl re-
lation, which was previously used for labelling all in-
stances of the reflexive pronouns si and se ’(to) one-
self’, have now been improved so as to distinguish be-
tween true expletives (e.g. reflexive clitics as part of
inherently reflexive verbs or passive constructions) and
pronouns occurring as objects (Figure 1).
The official Slovenian UD guidelines are freely avail-
able both in Slovenian (as a standalone document)3 and
English (as part of the official UD website).4 In ad-
dition to the category-based description of the univer-
sal guidelines and its application to specific examples
in Slovenian, the guidelines document also features a
construction-based appendix, in which the treatment of
specific syntactic phenomena is addressed, including
the challenging constructions identified within the an-
notation campaign described in Section 5.

4. Revision of the SSJ Treebank
In the data preparation stage, the original SSJ treebank
annotations were manually improved to implement the
newly proposed changes in the annotation guidelines
(Section 3) and remove the previously identified an-
notation mistakes and inconsistencies arising from the
original conversion (Section 2). Among others, these
included conflicting annotations of paratactical and co-
ordinating clauses, direct and indirect objects, apposi-
tional structures, specific multi-word expressions, and
a relatively high number of unjustified non-projective
relations.
For each of the approximately 30 identified types of
issues, various heuristics were used to identify sen-
tences with potentially problematic annotations, which
were then manually inspected and corrected in accor-
dance with the guidelines. In the process, 1,670 rela-
tions in the original SSJ dataset have been corrected,
the distribution of which reflects the structures men-
tioned above, as two thirds of the corrections pertained
to the advmod, nmod, obl, parataxis, appos and expl

3The document will be published in accordance with the
DSDE project timeline as part of the official project website.
The preliminary version is available at http://tiny.cc/
ud-sl_guidelines

4https://universaldependencies.org/

https://github.com/clarinsi/jos2ud
https://github.com/clarinsi/jos2ud
http://tiny.cc/ud-sl_guidelines
http://tiny.cc/ud-sl_guidelines
https://universaldependencies.org/


17

Vrnil se je v dnevno sobo in si na Nutromacu naročil prigrizek
he-returned (clitic) has to living room and himself on Nutromac ordered snack

root

expl

aux case

amod

obl

cc

iobj

case obl

conj

obj

expl expl

(He returned to the living room and ordered himself a snack from Nutromac.)

Figure 1: Example sentence from SSJ illustrating the change of Slovenian UD guidelines for the expletive expl
relation from the initial treebank release (below) to UD release v2.10 (above).

relations. This manual work resulted in the slightly re-
vised version of the original SSJ treebank, which was
used as the basis for subsequent new data addition de-
scribed in the sections below.

5. Extension of the SSJ Treebank
The extension of the old SSJ treebank was performed
in two subsequent stages, in which new sentences from
the ssj500k corpus were added and a new ELEXIS
subset was created. In both stages, the data anno-
tation was performed using the ssj500k-compliant Q-
CAT corpus annotation tool (Brank, 2022), which was
upgraded to also support the CONLL-U format, while
the curation stage was performed using the WebAnno
(Eckart de Castilho et al., 2016) web-based tool hosted
by CLARIN.SI.5

5.1. Extension 1: Semi-Converted ssj500k
In the first stage of the project, the 3,411 sentences
from the original ssj500k corpus which had not been
fully converted from JOS to UD dependency trees at
the time of original SSJ compilation (see Section 2)
were manually inspected so that the tokens with miss-
ing (unconverted) UD dependency annotations were
also labeled. Specifically, the semi-converted dataset
included 95,194 tokens, out of which 22,377 tokens
(23.5%) were initially labeled as unknown dependents
of the root node (Figure 2). This means that on average
6.6 dependency relations per sentence had to be man-
ually created from scratch, while the existing relations
were also checked for the accuracy of conversion.
The process was designed as a multi-annotator anno-
tation campaign, in which each sentence was anno-
tated by two independent annotators (pre-trained lin-
guists) and the final curator in case of disagreements.
Although it is difficult to report on the inter-annotator
agreement given the specificity of the task (manual cor-
rections of partially converted data), on average, the
two annotators agreed on 92.1% annotations (87,675

5https://www.clarin.si/webanno/.

out of 95,194 tokens). For the unknown relations in par-
ticular, the absolute agreement was much lower (80.5%
or 18,023 out of 22,377 tokens), but it was expected
given the complexity of the task (annotation of the most
complex syntactic constructions in long sentences).
In total, the activity resulted in 22,377 newly added de-
pendency relations and 4,623 corrected dependency re-
lations in the semi-converted ssj500k subset, amount-
ing to 27,000 (28.4%) tokens with corrected annota-
tions. Almost one half of the previously unlabeled (un-
known) were punctuation tokens (punct), which was
expected given the original mapping rules, where punc-
tuation attachment was performed after most other sen-
tence annotations were known. This includes the iden-
tification of the sentence root element, which is the sec-
ond most frequent type of unconverted tokens (12%),
followed by parataxis (9%) and (mostly clausal) coor-
dination (conj, 6%), confirming the type of construc-
tions reported to be the most challenging at the time of
the original ssj500k conversion to SSJ (Section 2).
On the other hand, most corrections of successfully
converted labels pertained to change of head attach-
ment for adverbial modifiers (advmod, 20% of all cor-
rections) and punctuation (16%), while most label cor-
rections involved the switch from nominal modifiers
(nmod) to prepositional adjuncts (obl, 4%), with other
corrections being more equally distributed across indi-
vidual relations. This, however, does not necessarily
reflect the accuracy of the original rule-based conver-
sion, given the semi-converted sentences do not reflect
the final output for the fully converted sentences, as il-
lustrated by the inter-dependent rules for punctuation
attachment in the paragraph above.
Given the long learning curve related to this relatively
complex annotation task, the speed of the annotators
varied from an average of 11 sentences (307 tokens) per
hour in the beginning of the first stage to approximately
15 sentences (419 tokens) per hour at its completion.

5.2. Extension 2: ELEXIS
In the second stage of the project, the second new
SSJ subset was created based on the ELEXIS-WSD-

https://www.clarin.si/webanno/
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Pomembno : Preden dvignete roke , jih iztegnite proti stopalom !
Important : before you-raise hands , them reach towards feet !

unknown

unknown

mark

advcl

obj

unknown

obj

unknown

case

obl unknown

(Important: Before raising your hands, reach them towards your feet.)

Figure 2: An example of a semi-converted ssj500k sentence with some missing (unknown) dependency annotations.

SL corpus, the Slovenian subset of the ELEXIS par-
allel sense-annotated dataset (Martelli et al., 2021) ex-
tracted from WikiMatrix (Schwenk et al., 2021), a large
open-access collection of (translated) parallel data de-
rived from Wikipedia. The corpus comprised of 2,024
Slovenian sentences (31,237 tokens) with manual an-
notations of tokenization, lemmatization and JOS mor-
phosyntactic annotations.
For UD morphology (POS tags, morphological fea-
tures), the existing mapping scripts (Section 2) were
used for conversion from JOS to UD, followed by a
manual disambiguation of the AUX and VERB in-
stances of the verb biti. Afterward, the dataset was
parsed with UD dependency relations using the classla-
stanza parsing tool (Ljubešić and Dobrovoljc, 2019)
trained on the concatenation of the available data, i.e.
the slightly revised original SSJ treebank (Section 4)
and the new ssj500k-based extension (Section 5.1).
The automatically parsed ELEXIS dataset was then
manually checked by three annotators and the final cu-
rator. In the process, 1,534 dependency relations have
been manually corrected (854 for wrong head, 252 for
wrong relation and 428 for both), mostly pertaining to
constructions labeled as nmod, advmod, obl, conj and
punct. The indirectly observed parsing accuracy (95%)
was in line with the expected parser performance on
standard written texts (see, for example, evaluations re-
ported in Table 3), and was also reflected in the anno-
tation speed (an average of 37.5 sentences per hour)
and a relatively high inter-annotator agreement (96.3%
identically annotated tokens by the three annotators).

5.3. Overview of the New SSJ Treebank
Finally, the slightly revised original treebank (Section
4) and the two newly available datasets described in
Sections 5.1 and 5.2 have been merged into the new–
improved and extended–version of the Slovenian SSJ
treebank (Table 1), which has been released in UD
v2.10.6

As shown in Table 1, the SSJ treebank size has in-
creased by 5,435 sentences (+67.9%) and 126,427 to-

6This paper reports work on a penultimate release version
(commit fa057316b79779893659bdc007cdc7f6465e58f3),
which has been slightly changed for the official UD v2.10 re-
lease due to stricter validation rules. Namely, approximately
50 annotations were changed, equally distributed across
various morphological and syntactic categories.

kens (+89.9%) in comparison to the old version and
now places as the 30th out of 218 UD treebanks ranked
according to the number of words. In the continuation
of the paper, we evaluate and discuss the impact of this
substantial data increase on the state-of-the-art depen-
dency parsing of Slovenian.

Subset Sent. Tokens Avg.len.
Old SSJ 8,000 140,670 17.58
Ext. 1 (ssj500k) 3,411 95,194 27.91
Ext. 2 (ELEXIS) 2,024 31,233 15.43
Total 13,435 267,097 19.88

Table 1: Overview of the new version of Slovenian SSJ
UD treebank.

6. Evaluation
We evaluate the extensions of the SSJ Universal De-
pendencies treebank by training the Bi-LSTM based
biaffine parser (Dozat and Manning, 2016) available in
the classla-stanza pipeline (Ljubešić and Dobrovoljc,
2019), a fork of the Stanza pipeline (Qi et al., 2020),
the fork containing many improvements primarily on
the level of tokenization, part-of-speech tagging and
lemmatization.
Besides the parsing training data, we use the
CLARIN.SI-embed.sl embedding collection (Ljubešić
and Erjavec, 2018) trained on a 3.5 billion tokens col-
lection of Slovenian texts.
In the following subsections we address the decisions
of the new SSJ data splits in light of the newly available
data, our experimental setup, and, finally, the results of
our experiments.

6.1. Data splits
While constructing the new data split, a prerequisite for
the official data release, we mostly followed the deci-
sions from the old SSJ dataset, which was a consecutive
split, i.e., the first part of the dataset was used as a train-
ing dataset, with the two latter parts being the dev and
the test datasets, in a rough 8:1:1 sentence-based ratio.
Given that Extension 1 of the SSJ dataset, coming from
the same text source as the original SSJ (ssj500k), con-
sists of sentences roughly uniformly distributed across
the whole dataset, it was possible to keep a similar di-
vide of the newly added ssj500k data, with minor de-
viations due to the fact that in the new split document
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boundaries were respected, which was previously not
the case. The large majority of the original SSJ sen-
tences was thus preserved in the same (data, dev or test)
portion of the dataset.
Given the specificities of each of the two data exten-
sions (the first extension adding significantly longer
and syntactically more complex sentences, the sec-
ond extension adding shorter translated sentences from
Wikipedia), Extension 2 data was added to all three
data splits as well, again in a 8:1:1 ratio. This deci-
sion also allows for a more diverse evaluation, which
will prove to be rather useful for identifying potential
biases in our data.
The final size of the split, measured in number of sen-
tences, is given in Table 2. The split shows for all three
splits of the extended SSJ dataset to consist of 85% of
sentences from the ssj500k dataset and the remainder
from the ELEXIS dataset.

Subset Train Dev Test
Old SSJ 6,478 734 788
Extension 1 2,807 313 291
Extension 2 1,618 203 203
New SSJ 10,903 1,250 1,282

Table 2: Comparison (in number of sentences) of the
old SSJ dataset split and the new SSJ dataset split, by
each data extension.

6.2. Experimental setup
To perform an automatic investigation of the potential
gains obtained by the SSJ data extension described in
Section 5 in comparison to the original SSJ data, we
have trained two parsers:

1. The SSJ old model based on the original SSJ
dataset (as described in Section 4)

2. The SSJ new model based on the original SSJ
dataset with both extensions, from the ssj500k
(5.1) and the ELEXIS datasets (Section 5.2).

Both during training, development and testing, we use
gold-annotated upstream data (tokenization, sentence
splitting, morphosyntactic tagging, lemmatization) as
we are primarily interested in the improvements in the
dependency parsing performance, and not the interplay
of automatic upstream and dependency syntax annota-
tions. Using automatically annotated upstream layers
with different taggers and lemmatizers (based on the
specific training data) would have blurred the impact
our data interventions had on the dependency syntax
layer, especially given that classla-stanza tagging and
lemmatization depend also on additional external pro-
cesses and data such as rule-based tokenizers that par-
tially perform tagging, inflectional lexicons, and addi-
tional training data.
We evaluate both parsers on the new SSJ test set (Table
2, 1,282 sentences) using the standard label attachment

score (LAS) that gives the percentage of nodes with
correctly assigned parent node and the type of relation
between them. To explore the scalability of the new
model to different data types, as well as the potential
differences in the three main SSJ subsets, the evalua-
tion results are also reported for each test subset indi-
vidually, i.e. the old SSJ test data (788 sentences), the
Extension 1 test data (291 sentences) and the Extension
2 test data (203 sentences).
We report both on the overall parsing performance
(Section 6.3) and the performance for individual rela-
tions (Section 6.4).

6.3. Overall Performance
The overall parsing performance, reported in Table 3,
confirms the general benefits of our data extensions,
with the improvement of 1.85 LAS on the whole new
SSJ test set (21% relative error reduction).7 As ex-
pected, the biggest increases are observed for the two
newly added subsets, that is +4.41 LAS (29% error re-
duction) for Ext-1 ssj500k data and +2.11 LAS (39%
relative error reduction) for Ext-2 ELEXIS data, while
the benefits of the new model are much less pronounced
when evaluated on the old SSJ data alone (+0.3, 5.5%
relative error reduction).

Models Test datasets
New SSJ Old Ext-1 Ext-2

SSJ old 91.36 94.53 84.67 94.60
SSJ new 93.21 94.83 89.09 96.71

Table 3: Results of the automatic evaluation of the old
and new SSJ model, measured through labeled attach-
ment score (LAS) F1 on the new SSJ test set and its
subsets.

This confirms the distinct nature of the original and the
two newly added datasets, which, as already reported
above, differ in terms of data source, sentence length,
tree complexity and source of annotations. The higher
parsing scores on the old SSJ and the Ext-2 ELEXIS
test data in Table 3 for both models suggest that the old
SSJ and the Ext-2 ELEXIS data are more similar and
easier to parse in general, which is line with the shorter
average sentence length reported in Table 1. On the
other hand, the newly added Ext-1 ssj500k data is defi-
nitely the hardest test set of the three, which is expected
given it mostly includes sentences that were too com-
plex to be covered by the automatic rule-based conver-
sion at the time of the original SSJ treebank creation
(Section 2).
The original SSJ dataset was therefore potentially bi-
ased towards simpler sentences, which is not only illus-
trated by the seeming drop in performance when com-

7We calculate the relative error reduction as the percent-
age of the difference of the LAS score between the new and
the old system in the difference between a perfect LAS score
and the old LAS score, i.e. (LASnew − LASold)/(100 −
LASold) ∗ 100.
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paring the evaluation of the old model on the old test
set (94.53 LAS) and the new model on the new test set
(93.21 LAS), but has also been suggested by the results
of the CoNLL 2018 Shared Task (Zeman et al., 2018)8

and the official Stanza evaluations,9 which list the (old)
SSJ treebank as one of the highest-ranking treebanks
according to LAS score.

6.4. Relation-Based Performance
To better understand which specific constructions ben-
efit from the newly available data and what can be ex-
pected from the new model when used for specific pars-
ing tasks in downstream applications, we extend the
overall evaluation on the new SSJ test set described in
Section 6.3 above to individual dependency relations as
well.
As shown in Table 4,10 with the exception of voca-
tive and dep,11 all relations demonstrate an increase
of LAS F1 in comparison to the baseline old SSJ.
Specifically, the biggest improvements are gained for
relations pertaining to constructions which were rare
or under-represented in the old SSJ treebank, but are
frequent in the newly added data (ssj500k in particu-
lar), such as lists (list, +75.86 F1), elliptical structures
(orphan, +68.24 F1), appositional modifiers (appos,
+13.40 F1) and discourse particles (discourse, +9.97
F1), with a significant error reduction also observed for
fixed multi-word expressions (fixed, 52%) and numeric
modifiers (nummod, 43%).
On the other hand, the smallest gains are observed for
adjectival modifiers (amod, +0.10pp, 8% relative error
reduction), clausal complements (ccomp, +0.23pp, 2%
relative error reduction) and expletives (expl, +0.40pp,
11% relative error reduction), suggesting that increas-
ing the size of the training data and making it more
diverse is less significant for some of the relations.
In absolute terms, the new model is most success-
ful in parsing function words, such as prepositions
(case), auxiliary verbs (aux), determiners (det) and
subordinating conjunctions (mark), as well as adjec-
tival modifiers of nominals (amod), which all exhibit
LAS above 98 F1. For core semantic phenomena,
which are typically the most relevant relations for var-
ious downstream applications, above average perfor-
mance is observed for nominal subjects (nsubj) and ob-
jects (obj). On the other hand, indirect objects (iobj,
adjuncts (obl, advmod) and their clausal counterparts

8https://universaldependencies.org/
conll18/results-treebanks-las.html

9https://stanfordnlp.github.io/stanza/
performance.html

10Relations not occurring in the test set (dislocated,
goeswith, reparandum) are excluded, while extensions (e.g.
flat:name) are truncated to their universal counterparts (e.g.
flat).

11The zero increase of performance for vocative and dep is
expected, given that the former only has a single occurrence
in the test set, while the latter is used for labelling irregular,
marginal phenomena.

(ccomp, csubj, advcl) still exhibit below-average per-
formance despite some important improvements based
on the newly available data (e.g. +5.80 LAS and 29%
error reduction for csubj clausal subjects).

7. Conclusion
We have presented a new version of the reference
SSJ Universal Dependencies Treebank for Slovenian,
which has been revised and extended to almost dou-
ble the original size. The process was based on the
initial revision and exhaustive documentation of the
language-specific UD annotation guidelines for Slove-
nian, followed by a systematic multi-stage annotation
campaign, in which the original SSJ data has been
slightly revised and substantially extended by new sen-
tences coming from the ssj500k and ELEXIS corpora.
After proposing the official UD data splits for the ex-
tended SSJ treebank, the data was used to train a
new dependency parsing model in the classla-stanza
NLP tool,12 and compare its performance to the model
trained on the old, un-extended SSJ data.
At first glance, the results seem very unimpressive
given the labour-intensive data annotation campaign,
with only marginal performance gains when the two
models are evaluated on the old test data. However,
when evaluated on the new, extended and diversified
data, the parsing performance improvements are sub-
stantially more pronounced, especially for previously
under-represented syntactic phenomena, which have
mostly been left out of the original SSJ due to the lim-
itations of its rule-based creation.
The new diversified SSJ dataset might therefore in-
troduce some new challenges to the parsing systems,
but will also make them much more accurate with re-
spect to naturally occurring language data. This is es-
pecially important for under-resourced languages like
Slovenian, where large-scale development of domain-
specific treebanks and parsing systems cannot be real-
istically expected.
Nevertheless, given the now empirically confirmed
distinct nature of the three SSJ subsets, future work
should be dedicated to a systematic in-depth investi-
gation of the possible points of divergence between the
datasets with respect to parsing performance, such as
text source, sentence length, tree complexity and possi-
ble annotation inconsistencies, which could potentially
lead to new insights for further SSJ treebank consolida-
tion and extension on the one hand, and parsing system
modifications on the other.
Last but not least, although our evaluation was deliber-
ately focused on dependency parsing only, the new SSJ
dataset represents an equally important contribution to
the development of lemmatization, part-of-speech tag-
ging and other models for morphological processing of

12The new parsing model is planned to be released on
the CLARIN.SI repository and integrated into the classla-
stanza pipeline: https://github.com/clarinsi/
classla.

https://universaldependencies.org/conll18/results-treebanks-las.html
https://universaldependencies.org/conll18/results-treebanks-las.html
https://stanfordnlp.github.io/stanza/performance.html
https://stanfordnlp.github.io/stanza/performance.html
https://github.com/clarinsi/classla
https://github.com/clarinsi/classla
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Relation Description SSJ old SSJ new F1 diff RER
acl clausal modifier of noun 80.76 81.73 0.97 5%
advcl adverbial clause modifier 71.37 75.86 4.49 16%
advmod adverbial modifier 87.01 89.95 2.94 23%
amod adjectival modifier 98.8 98.9 0.1 8%
appos appositional modifier 50 63.4 13.4 27%
aux auxiliary verb 98.45 98.93 0.48 31%
case case marking preposition 98.72 99.17 0.45 35%
cc coordinating conjunction 94.94 96.27 1.33 26%
ccomp clausal complement 90.44 90.67 0.23 2%
conj conjunct 81.52 85.91 4.39 24%
cop copula verb 93.4 95.43 2.03 31%
csubj clausal subject 79.73 85.53 5.8 29%
dep unspecified dependency 54.55 54.55 0 0%
det determiner 98.31 98.79 0.48 28%
discourse discourse element 59.26 69.23 9.97 25%
expl expletive 96.31 96.71 0.4 11%
fixed fixed multi-word expression 86.03 93.33 7.3 52%
flat flat multi word-expression 87.97 92.12 4.15 35%
iobj indirect object 78.57 81.66 3.09 14%
list list 0 75.86 75.86 76%
mark marker (subordinating conjunction) 97.88 98.69 0.81 38%
nmod nominal modifier 85.72 87.44 1.72 12%
nsubj nominal subject 93.69 95.28 1.59 25%
nummod numeric modifier 89.95 94.23 4.28 43%
obj (direct) object 95.08 95.53 0.45 9%
obl oblique nominal (adjunct) 89.59 91.14 1.55 15%
orphan dependent of missing parent 0 68.24 68.24 68%
parataxis parataxis 63.32 70.35 7.03 19%
punct punctuation symbol 90.3 93.08 2.78 29%
root root element 95.09 96.26 1.17 24%
vocative vocative 0 0 0 0%
xcomp open clausal complement 91.71 92.87 1.16 14%
ALL all relations 91.36 93.21 1.85 21%

Table 4: Relation-based comparison of LAS F1 performance of the parsing model trained on the old and the new
SSJ data with relations listed alphabetically. The last two columns give the absolute F1 difference and the relative
error reduction (RER).

Slovenian, especially for systems trained on UD tree-
banks alone.
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