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Abstract
Cancel Culture as an Internet phenomenon has been previously explored from a social and legal science perspective. This
paper demonstrates how Natural Language Processing tasks can be derived from this previous work, underlying techniques on
how cancel culture can be measured, identified and evaluated. As part of this paper, we introduce a first cancel culture data set
with of over 2.3 million tweets and a framework to enlarge it further. We provide a detailed analysis of this data set and propose
a set of features, based on various models including sentiment analysis and emotion detection that can help characterizing
cancel culture.
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1. Introduction

Cancel culture is a phenomenon inherently linked to
the Internet (Romano, 2019) that generally refers to the
situation where an individual is ’professionally assassi-
nated’ (Carr, 2020). Unlike a movement, cancel culture
on social media has ’neither leaders nor membership’
(Mishan, 2020), but has rather emerged from earlier of-
fline practices of public shaming such as call-out cul-
ture, boycotting (Mishan, 2020) or banishment (Kato,
2020) by attributing new meaning to terms (e.g. to
cancel) cultivated in popular culture (Romano, 2019).
Yet on the Internet, public shaming developed its own
specific expressions, whether called ’the human flesh
search engine’ in the East (Shen, 2017) or ’cancel cul-
ture’ in the West.
The resulting concept has a fuzzy meaning, challenging
the limits of free speech on the one hand (Shen, 2017)
and defamation on the other (Carr, 2020). Anyone can
get cancelled, whether they are an online (e.g. Youtu-
ber) or offline (e.g. politician) personality (Zurcher,
2021); whether they are a celebrity or an average cit-
izen (Thomas, 2020). In addition, debates labeled as
cancel culture have equally focused on non-human tar-
gets, such as children’s books (Cantrell and Bickle,
2021).
The social justice aspects of cancel culture have raised
acclaim in both popular and scientific literature. For
instance, according to (Clark, 2020), ’cancel culture’
reflects a critique of systemic inequality which has de-
mocratized public discourse. At the same time, given
its virality, the concept transcended the queer commu-
nities of color it is said to have originated from (Clark,
2020), and has been used to often double as a mob
intimidation technique (Romano, 2019). The gains
and perils arising out of cancel culture very much de-
pend on how this concept is framed. So far, academic

scholarship investigated this phenomenon almost ex-
clusively from a social science perspective, emphasiz-
ing power narratives connected to theoretical frame-
works in critical studies (Bouvier and Machin, 2021)
(Clark, 2020) (Veil and Waymer, 2021). As social me-
dia platforms are increasingly called upon to comply
with state-mandated standards of content regulation, it
is important to understand how cancel culture can be
defined and measured.
This paper contributes to the debate by unpacking can-
cel culture and proposing a taxonomy of constitutive
elements. Based on these elements, we propose a trans-
lation into a cohesive framework based on a collection
of NLP tasks, which is currently missing from interdis-
ciplinary as well as computational literature. We pro-
vide a detailed analysis of these measurements. Fur-
thermore, we introduce a dataset of 22 cancel culture
cases with over 2.3 million tweets, a data collection
technique and a framework for enlarging this data set
in the future. We discuss limitations of the proposed
data gathering techniques as well as the limitations of
measurements. With contributing this first data set,
we hope to tackle these limitations in the future to get
even more insights of cancel culture from an empirical
perspective. To summarize, we investigate 2 research
questions:

1. Can cancel culture incidents on Twitter be identi-
fied?

2. Can data gathering for cancel culture incidents be
automated?

The paper is structured as follows: the first part of the
paper describes the phenomena of cancel culture and
maps it to a cohesive framework based on a collection
of NLP tasks in §2. We describe our data collection
technique in §3, followed by the description of our used
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features in §4. Based on these features, we investigate
cancel culture in §5 and build our mathematical frame-
work for enlarging the provided data set in §6. Follow-
ing, we will discuss and wrap up the results in §7 and
§8.

2. Theoretical Framework
This section describes the current work and how the
characteristics of cancel culture can be mapped to NLP
tasks.

2.1. Characteristics of Cancel Culture: A
definitional overview

Given its varied usage, ’there is no single accepted def-
inition of cancel culture’ (Gerstmann, 2020). Main-
stream media accounts have tried to pinpoint at the
meaning of this phenomenon by framing it along-
side moral lines, such as ’the public shaming of those
deemed moral transgressors’ (Mishan, 2020), or by
focusing on the speakers: ’it is about unaccountable
groups successfully applying pressure to punish some-
one for perceived wrong opinions.’ (Gerstmann, 2020).
Social science has led to more granular definitions.
(Thomas, 2020) defines cancel culture as ’a way to call
on others to reject a person or business’, which can
occur ’when the target breaks social norms - for ex-
ample, making sexist comments - but it has also hap-
pened when people have expressed opinions on poli-
tics, business and even pop culture.’ Focusing on a
range of triggering causes for social justice, Ng por-
trays cancel culture as ’the withdrawal of any kind of
support (viewership, social media follows, purchases
of products endorsed by the person, etc.) for those
who are assessed to have said or done something un-
acceptable or highly problematic, generally from a so-
cial justice perspective especially alert to sexism, het-
erosexism, homophobia, racism, bullying, and related
issues.’ Ng (2020). To ’cancel’ a speaker has also
been framed as ’an expression of agency, a choice to
withdraw one’s attention from someone or something
whose values, (in)action, or speech are so offensive,
one no longer wishes to grace them with their presence,
time, and money.’ (Clark, 2020; Bouvier and Machin,
2021). More succinctly, (Randall, 2021) believes the
phenomenon to be a ’modern form of ostracism and
harassment’, while (Velasco, 2020) describes it as ’a
sporadic collective social movement leveled against in-
dividuals who infringe on the loose norms of social ac-
ceptability’.
The range of definitions explored above generally con-
verges on a few key components: the target committing
a perceived social wrong, the cause relating to justice,
and the call to withdrawing support. From this perspec-
tive, cancel culture represents a unilateral act in that
it does not entail ’hearing and analyzing multiple and
competing voices’ in the context of conflicting moral
values (Veil and Waymer, 2021).

2.2. Unpacking Cancel Culture
As indicated above, social science literature has so far
focused on the social justice narratives behind cancel
culture, to justify it as an expression of empowerment
in the face of systemic inequality and unfairness. Given
its significant legal and economical consequences, it is
essential to contribute to existing discussions by iden-
tifying the constitutive characteristics of this complex
socio-cultural phenomenon as it unfolds on social me-
dia. We therefore propose an original taxonomy which
allows for a closer examination of the various aspects
of cancel culture as outlined in popular depictions of its
definition and scope.
Overall, we identified five main constitutive character-
istics of cancel culture:

• The target: This is the object of cancel culture,
and it covers a wide range of options. Not only
individuals can be cancelled, but also businesses,
and things such as children’s books (Helmore,
2021) or other cultural products such as movies
(Provost, 2020).

• The ad hoc swarm: This reflects the critical
voices engaged in cancelling the target. Unlike
coordinated raids organized on specific platforms
(e.g. 4chan) and executed on others (Hine et al.,
2017), cancel culture entails a more organic ex-
pression of moral righteousness (Chiou, 2020).

• Perceived wrong: This is the action (or inaction)
perceived by the swarm as morally or legally un-
just, and it also comes with a presumption of guilt
attributed to the target.

• Cause: This reflects the nature of the perceived
wrong as a type of injustice grave enough to the
swarm to merit collective action.

• Demands/actions: This is the justice goal pur-
sued by the swarm, a finality that is aimed as a
punishment for the perceived wrong, and it can
range from asking for someone to be fired, for
a certain action to stop (e.g. not displaying a
movie on Netflix). The demands pursued by the
swarm are intended to bring attention to the per-
ceived wrong, and in doing so, exercising pressure
through comments, trending hashtags, etc.

2.3. Towards NLP Tasks
Based on the proposed taxonomy of the constitutive
characteristics of cancel culture, we propose a series
of NLP tasks that will be described in the following.

2.3.1. Text Classification
As explained in §2.1 a major characteristic of cancel
culture is the targeting of an entity with a call to action
for perceived wrong expressed in language. In the con-
text of cancel culture, this language has been shown to
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be tending towards negative emotions and in some sit-
uations even hate speech (Hooks, 2020, p. 21, 36). De-
pending on the domain and the corresponding audience
(which will differ by average age, interests, etc.) of
a potentially canceled entity, a wide range of different
language forms is to be expected. Therefore, being able
to classify certain types of speech and sentiments of the
language, and detecting possible anomalies along a cer-
tain time period can be expected to support detecting
cancel culture events.

2.3.2. Actor Analysis (Target Filtering)
Since cancel culture demands a target, actor analysis
could be used to filter out tweets that do not concern a
specific target. While Named Entity Recognition could
be helpful for this, it is most convenient to just filter
for tweets that mention/target the entity in question di-
rectly.

2.3.3. Action Analysis
Another big part defined in §2.1 is the presence of de-
mand for action. As this demand can be very broad
depending on the domain in which an entity and its
community are operating in, a possible solution is ex-
traction of verbs using a Part-of-Speech (POS) tagger,
and using a statistical model to count the frequent use
of negative verbs (such as fired, resign, etc.) that might
indicate cancel culture.

3. Data Collection
As part of this paper, a set of cancel culture cases from
Twitter has been collected. The dataset is available on a
GitHub repository 1 with the necessary data statements
(Bender and Friedman, 2018). Furthermore, we pro-
vide a detailed description of the data set in the Ap-
pendix C. To ensure the quality of the data set, we have
derived, based on §2.1, the following collection proce-
dure.

3.1. Cancel Culture and Google Trends
As previously described, some components of cancel
culture like the ad hoc swarm can not be seen as an at-
tribute with some threshold that leads to a binary classi-
fication of cancel culture, but rather as a spectrum. If an
ad hoc swarm becomes larger and larger, the attention
from media towards the cancel culture candidate in-
creases correspondingly. As soon as the cancel culture
case has a sufficient attention (i.e. the ad hoc swarm is
of sufficient size), newspapers are going to pick it up
as cancel culture. As soon as this happens, an ampli-
fication loop begins where more and more people start
searching the web regarding this cancel culture case,
which on the other hand pushes the news even further in
the most popular queries ranking. If the case becomes
big enough, the given target will correlate with the key
word ”cancel culture” on Google Trends for the given
time period. Previous work has shown that Google

1https://github.com/Justus-Jonas/Cancel-Culture-Corpus

Trends can be used as a reliable source to measure the
interest in conservation topics and the role of online
news within the internet (Nghiem et al., 2016), espe-
cially also for exploring cancel culture (Etheve, 2020).
We are going to pick up on these insights by crawl-
ing through short time periods on Google Trends and
investigating search terms (cancel culture candidates)
that correlate to ”cancel culture”.

3.2. Collection Procedure
The cancel culture cases are collected as follows:

1. find candidates on Google Trends (e.g. using the
Google Trends API)

2. check in newspapers if cancel culture case

3. identify first occurrence of cancel culture case

4. gather cancel culture case from Twitter (before
and after)

Once a cancel culture candidate ”entity” is found on
Google Trends, news articles from that time refer-
encing that entity are investigated. For this, we use
Google’s advanced search, that allow us to query news
articles in the corresponding time window of the gath-
ered tweets. If this entity is canceled according to §2.1,
the candidate is added to the corpus. This step is essen-
tial, as an entity can be associated with cancel culture
just by speaking out on the subject.
Following up, the found articles are explored to deter-
mine the first date of the cancel culture case. To be
able to analyze the data, tweets mentioning the target
entity are scraped before and after the first occurrence
of cancel culture.

3.3. Shortcomings of Data Collection
The proposed data collection technique requires a lot
of manual work, which is very time-consuming. Fur-
thermore, the cancel culture cases investigated are on
top of the cancel culture spectrum, i.e. the ones which
got the most global attention.

4. Feature Generation
We use the following features: various output proba-
bilities from pre-trained language models that capture
the affective state (which we will describe in 4.1) and
action features in the form of verb frequency and tweet
frequency (which we will further explore in 4.2). Verb
frequency aims to estimate cancel action and tweet fre-
quency aims to estimate the ad hoc swarm size. Re-
spectively, a time interval T is introduced that corre-
sponds to some cancel culture case D. This cancel
culture case has Dt ⊂ D that contains all tweets of
one day t. The generated features f for a time inter-
val t are all part of the feature vector Ft. For this fea-
ture vector, many models are combined to support the
modelling process that we will explore further. Mea-
suring the size of ad hoc swarm is done by counting

https://github.com/Justus-Jonas/Cancel-Culture-Corpus
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the number of tweets per t and then normalizing them
over the observed time span T . This normalized tweet
frequency for the corresponding time span t is added to
the feature vector Ft.

4.1. Text Classification
The text classification approach is based onsec an ex-
isting RoBERTa models from TweetEval tweeteval,
which are used for five tweet classification tasks. The
following models with the corresponding features are
included:

• Sentiment analysis with positive, neutral and neg-
ative

• Offensive language detection with offensive

• Hate speech detection with hate

• Irony detection with irony

• Emotion detection with anger, joy, sadness and
optimism

Before the data are fed into the model, non-textual
noise is removed (like links, images, etc.). For every
tweet of a day t in the time interval T , all Softmax
Scores outputs per tweet Fs of the models are gener-
ated, which are then averaged for each day. This gives
a set of sentiment and classification features (Fst for
each day, as equation 1 shows.

∀f ∈ Fs, t ∈ T : ft =

∑
d∈Dt

ft(d)

|Dt|
(1)

Finally, the aggregated outputs of each day are used
as features for the mathematical framework. Due to
the size of tweets processed, the number of investigated
tweets is limited per day to 10000 for computational
reasons.

4.2. Action Analysis
In order to be able to measure the frequency of can-
cel culture as described in §2.3.3, all cases are scraped
with 10 days prior to the initial cancel culture event.
The data are split into two, prior cancel culture and dur-
ing cancel culture. Both data sets are preprocessed, in
which we remove non-textual noise and apply lemmati-
zation. To identify verbs, Part-of-Speech tagging is ap-
plied. Following, the frequency of every verb is calcu-
lated over all cancel culture cases (with its prior cancel
culture data). Now, the frequencies of the two vectors
VC (verb frequency cancel culture) and VB (verb fre-
quency before cancel culture) are subtracted from each
other V = VC−VB . The most frequent verbs are added
to the cancel culture verb dictionary.

Applying Action Analysis
With the generated cancel culture verb dictionary,
terms are counted for every time step t and are ag-
gregated together to form a continuous value. Similar

to the tweet frequency (frequency normalized),
this continuous value is 0 − max normalized
(verb freq normalized) and both are given as
an additional feature as FA in the modelling process.
These features are concatenated with Fs to one feature
vector F .

5. Data Analysis
As part of the data analysis, investigated the gener-
ated feature vector F of 22 manually identified can-
cel culture cases. Overall, all cases follow a similar
pattern with little variation. In the following we will
describe general characteristics of cancel culture and
special cases we observed. Nonetheless, we provide
a more detailed analysis in the appendix C in table 1
where we investigate the Pearson correlation between
the tweet frequency (the size of the ad hoc swarm) and
other features.

5.1. Tweet Frequency
As shown in the first sub-figure (left) of figure 1 Jimmy
Fallon got canceled on day 7. While the negative
sentiment increases rapidly, the most obvious increase
in the total number of tweets, which is linked to the
size of the ad hoc swarm. This behavior generalizes to
most observed cancel culture cases, but might differ
in its extremes. An observed cancel culture case from
@Pepsi multiplied tweets by a factor of around 53
within two days while in the case of Jimmy Fallon
only a factor of about 15 is observed. In cases where
the attention before was very low (@Shanemgillis)
where we observed jumps from 27 tweets a day to
over 120000 tweets a day. While we did not run in any
problems of extreme fluctuations of Sentiment values
due to the small number of tweets before the cancel
event, this still might be something to keep in mind
when working on cancel culture cases where an entity
usually does not retrieve as much public attention.

Nonetheless, we also found some special cases (see
appendix @gabecake) where we observe a signifi-
cant raise in frequency prior to the actual cancel cul-
ture event. After investigating Gabi DeMartino related
news articles on the 11/30/2020, one day before the
corresponding Twitter account @gabecake got can-
celed, we found that she launched a new product and
teased a new song that gave her a lot of positive public
attention on that day 2. One day after that she posted
a video on a platform which got her banned for ethical
and legal concerns 3 and caused the phenomena of can-
cel culture. We investigated two similar cases where ei-
ther the dynamic of the public opinion changed due to
new events happening in a debate @UnburntWitch 4

or where a large supportive movement emerged simul-

2https://www.justjaredjr.com/2020/11/30/gabi-demartino-launches-new-fragrance-beautiful-mess-teases-new-song/
3https://www.buzzfeednews.com/article/tanyachen/onlyfans-suspended-youtuber-gabi-demartinos-account
4https://bentcorner.com/zoe-quinn-alec-holowka-suicide/

https://www.justjaredjr.com/2020/11/30/gabi-demartino-launches-new-fragrance-beautiful-mess-teases-new-song/
https://www.buzzfeednews.com/article/tanyachen/onlyfans-suspended-youtuber-gabi-demartinos-account
https://bentcorner.com/zoe-quinn-alec-holowka-suicide/
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Figure 1: A case of cancel culture (05-19-2020 - 05-29-2020) vs a non cancel culture (05-08-2020 - 05-18-2020)
vs. an anti cancel culture event Mr. Beast (10-20-2019 - 10-31-2019)

taneously @Lin Manuel 5 6. The pearson correlation
coefficients between negative Sentiment values and fre-
quency reflect on that (see Appendix C).

5.2. Cancel Culture associated Verbs
Frequency and Text Classification

Apart from the increase of negative and decrease of
positive sentiment, the normalized frequency of can-
cel culture associated verbs strongly correlates with a
cancel culture event, while it randomly fluctuates in
cases of non cancel culture as it can be seen in subfigure
(middle) of figure 1. This dataset is also of Jimmy Fal-
lon, ten days before the figure on the left begins (prior
to the cancel culture event). The third graph shows an
”anti” cancel culture case when Mr Beast, a famous
YouTuber, started Team Trees, an initiative to plant a
lot of trees, which got him a great amount of positive
attention. Demonstrating that the standalone feature of
tweet frequency is not sufficient for identification of
cancel culture. One such a feature that helps to dis-
tinguish cancel culture is anger. As can be seen in the
first graph, anger increases on the day that Jimmy Fal-
lon is canceled. Similar can be observed for negativity,
offensive language, irony and the negated for joy and
positivity.
The first graph shows an interesting characteristic of
cancel culture. After Jimmy got canceled for about 2
days, the frequency of tweets about him dropped dras-
tically, indicating that people lost interest in actively
tweeting about him. However, the amount of anger
and negativity lingers after the amount of tweets drops.
Further exploration shows that this phenomenon gen-
eralizes to most other cancel culture cases. The aver-
age duration of the spike in frequency, which is calcu-
lated by the difference between the day with the highest
increase in frequency and the day with the largest de-
crease in frequency, is only 1.95 until it approaches its
baseline again. The same is calculated for the spike in
negative sensitivity, and there the average duration is
2.95. From the gathered data, it can therefore be con-
cluded that the negativity in general stays longer than
the increase in attention.

5https://mickeyblog.com/2020/07/05/review-hamilton-is-the-best-movie-of-2020/
6https://edition.cnn.com/2020/07/07/entertainment/

lin-manuel-miranda-hamilton-slavery/index.html

6. Mathematical Framework for
identifying Cancel Culture

As described in §3.2, investigating news articles is nec-
essary to identify whether cancel culture is present in a
particular case. This section presents a technique that
automatically identifies cancel culture and therefore al-
lows a complete automation of the proposed gathering
process introduced in §3. We define a mathematical
framework based on the data analysis of §5. The com-
plete model is split up into two phases, as shown in
Figure 2. First, a model is used to determine whether
cancel culture is present in the given dataset or not. If
cancel culture is present, a different statistical model
detects on which day the target got canceled exactly.

6.1. Cancel Culture Identification
In order to detect whether cancel culture is present
in the dataset, the features that are generated by the
Text Classification and the action analysis are aggre-
gated per day. Additionally, the normalized frequency
of tweets is added as an additional feature. Now that
the features are aggregated, the model adds all scores
of negative emotions
Fn = {anger, sadness, hate, irony, offensive, negative}
together, aggregated by day, which gives a ’negativity
score’. Then, the day with the highest negativity score
is compared to the day with the lowest negativity score
before t occurred to calculate the slope. The difference
between the feature values FD, calculated in equation
4 of those two days specified in Equations 2 & 3 is then
used as a feature vector for a cancel culture dataset D
to detect cancel culture.

FDmax = max
t∈T

(
∑

f∈Fnt

f) (2)

FDmin
= min

t′∈{0,..,tmax−1}
(
∑

f∈Fn
t′

f) (3)

FD = FDmax
− FDmin

(4)

Once the final features FD are generated, a Support
Vector Machine (SVM) classification model is used to
test our hypothesis whether Cancel Culture on Twitter
can be identified. The SVM uses an RBF kernel with

https://mickeyblog.com/2020/07/05/review-hamilton-is-the-best-movie-of-2020/
https://edition.cnn.com/2020/07/07/entertainment/lin-manuel-miranda-hamilton-slavery/index.html
https://edition.cnn.com/2020/07/07/entertainment/lin-manuel-miranda-hamilton-slavery/index.html
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Figure 2: From Feature Generation to the General Model containing the Cancel Culture Identification and Cancel
Culture Day Identifier.

a regularization parameter of 2 to be able to create a
decision boundary, where all data points on one side
of the decision boundary indicate an absence of cancel
culture, and all data points on the other side of the de-
cision boundary indicate a presence of cancel culture.

6.2. Cancel Culture Day Identification
In order to detect the date on which the target was can-
celed, a date identifier algorithm is used after a cancel
culture case is predicted. In particular, the difference
between every feature for each day is computed so the
value of increase or decrease respectively can be dis-
tinguished. Furthermore, the day that cancel culture
case has occurred is selected according to the maxi-
mum negative increase of activity. In other words, the
day that has the highest negative change on the calcu-
lated difference of the features is declared to be the day
that cancel culture occurred. Finally, a delta time value
is calculated, which is the difference between the sum
of the largest changes and the value of the first day, in
order to distinguish the deviation. Below, the mathe-
matical formula 5 shows how the difference is calcu-
lated, while equation 6 shows the process on finding
the biggest slope of negative increase FDiff using the
negative features Fn for a time step t with FDiffnt

.

FDiff = Ft − Ft−1 (5)

tstart = max
t∈T

(
∑

f∈FDiffnt

f) (6)

tstart is then selected as the first day of cancel culture.

6.3. Evaluation Results
To test our hypothesis of the provided framework, the
20 cancel culture cases are mixed with 23 negative
events, of which 20 are prior cancel culture data of the
corresponding cases (the week before the cancel cul-
ture event) and 3 ”anti” cancel culture cases like Mr.

Beast (see §5) that demonstrate an adhoc swarm. The
model is able, apart from one data point, to separate
all cases from each other. For the Cancel Culture Day
Identifier, the standard deviation is calculated for the
amount of days the statistical model is off on its pre-
diction. On the current dataset, the day identification
model has an average deviation 0.59 days. We also
have used this model to enlarge the data set. Specifi-
cally, we gathered 4 more cases (2 positive and 2 nega-
tive) of which the model was able to identify cancel cul-
ture correctly. The two positive cases (Bob Baffert
and pepe le pew have been added to the data set
while the negative samples (Katt Williams and
Rowan Atkinson) have been added to the appendix
B. Based on news article investigations, we could con-
firm that the identified starting days tstart were in both
positive cases correct.

6.3.1. Permutation Feature Importance

Figure 3: Permutation Feature Importance of identify-
ing cancel culture

To get an idea of the importance of each feature, the
SVM is given the same data set as a classification
task, where the permutation feature importance is mea-
sured. As figure 3 demonstrates, the normalized verb
frequency is most important, which aligns with the hy-
pothesis stated in §5. Furthermore, frequency plays
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a significant role in detecting a cancel culture event.
Offensiveness, joy, anger, irony, followed by negativ-
ity are the most important sentimental and emotional
features, which also aligns with the hypothesis in §5.
While the hate language detection model has already
shown in the data analysis 1 that it seems not to cor-
relate with cancel culture, similar to the positive score,
we interpret this insignificance due to the redundancy
of other correlating features. The assumptions in §5 of
the irrelevance of sadness and optimism amplified.

7. Discussion
Concluding from §6.3.1, the sufficient elements to
identify cancel culture appear to be a combination of
sentiment analysis, emotion detection and irony de-
tection (of tweeteval) together with the frequency of
tweets (i.e. a measurement for the size of the ad hoc
swarm) and the presence of verbs that correlate with
cancel culture (action analysis).

7.1. Limitations
While both models seem to be able to create decision
boundaries that make the feature vectors of cancel cul-
ture and non cancel culture events separable, it is im-
portant to note that as described in §3.3 the gathered
data is biased by the attention from the media like news
organizations. Entities of public interest are therefore
more likely to be picked up by our gathering technique,
which is why our findings are only representative to
cases of public figures.
While we had some cases like Goya (see §C) where
the baseline prior was only a few tweets a day, this
might get even worse when looking at more privately
preserved cases. This could easily lead to fluctuations
in the frequencies as well as text classification values,
leading to a misclassification due to the way that the
values per day are aggregated, a day with a very small
amount of tweets can easily become an outlier. For ex-
ample, if on a certain day only two people tweet about
them and both of these tweets are negative, this can cre-
ate a spike in negativity that might trick the model into
believing that the target gets canceled on that day, es-
pecially if on the other days the number of tweets was
even lower.
Moreover, we addressed the problem of dynamic
changes within public opinion that might change very
quickly or create movements that happen simultane-
ously, making the identification more difficult (see §5
for @gabecake etc.). Considering the Cancel Culture
Day Identifier, one limitation is that the fact that the
only consideration is the increase of features per day.
However, if a person starts getting canceled at the end
of the day, this increase might not be apparent immedi-
ately, and it will only become visible on the next day.
In order to circumvent this, the data could be split per
hour instead of per day. A downside to this is that more
data would be needed, this is especially a problem if
only a few number of tweets per day are given as base-
line.

7.2. Research Questions
Given the previous analysis, we can conclude that can-
cel culture can be identified with the limitation to pub-
lic figures, answering our first research question. Simi-
larly, as far as RQ2 is concerned, we have demonstrated
that using Google Trends as well as the provided math-
ematical framework can be used for automatically ex-
panding the data set.

8. Conclusion
This paper introduces cancel culture to the compu-
tational literature and demonstrates that it’s a phe-
nomenon that can be empirically observed and stud-
ied using a combination of NLP techniques, including
sentiment analysis and emotion detection. We find that
cancel culture is rather short-lived, with an attention
peak of 1.95 days and a peak in negative expression of
2.95 days (§5). Furthermore, we introduce a first public
data set with over 2.3 million tweets of 22 cancel cul-
ture cases and a mathematical framework for automat-
ically enlarging it in the future. Gathering such large
number of tweets is very time-consuming, not only be-
cause of API constraints but also considering that every
single tweet has to be processed by 5 different Trans-
former models. We hope that with a joint call to the
interdisciplinary social medial analysis community, we
can scale up this data set together to get more insight in
this new emerging social phenomenon.
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A. A special case of Cancel Culture

Figure 4: gabcake cancel culture case showing a signif-
icant increase in frequency right before cancel culture
event.

B. Data Gathering: Negative Samples

Figure 5: Rowan Atkinson talked about cancel culture
which led to a Google trends correlation

Figure 6: Katt Williams talked about cancel culture
which led to a Google trends correlation

C. Analysis Cancel Culture Cases
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Table 1: Every Cancel Culture Case (in order) by name, number of total tweets, min number of tweets per day,
max number of tweets per day, first day of gathered data, last day of gathered day, the identified first day of cancel
culture and the Pearson correlation coefficients between the frequency (the size of the ad hoc swarm) and the other
features.
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