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Abstract
With the rising popularity of Transformer-based language models, several studies have tried to exploit their masked language
modeling capabilities to automatically extract relational linguistic knowledge, although this kind of research has rarely inves-
tigated semantic relations in specialized domains. The present study aims at testing a general-domain and a domain-adapted
Transformer model on two datasets of financial term-hypernym pairs using the prompt methodology. Our results show that
the differences of prompts impact critically on models’ performance, and that domain adaptation to financial texts generally
improves the capacity of the models to associate the target terms with the right hypernyms, although the more successful
models are those which retain a general-domain vocabulary.
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1. Introduction
Since their introduction, Transformer architectures
(Vaswani et al., 2017; Devlin et al., 2019) have quickly
become the dominant paradigm in modern Natural
Language Processing (NLP). On the one hand, their
capacity for generating contextualized representations
of words in context has led to performance improve-
ments in several supervised tasks. On the other hand,
the masked language modeling abilities of models like
BERT attracted the attention of linguists and NLP sci-
entists to propose experiments with natural language
prompts to probe the semantic and pragmatic knowl-
edge in the internal representations of the networks (Et-
tinger, 2020; Ravichander et al., 2020; Pandia et al.,
2021; Hanna and Mareček, 2021). Roughly speaking,
a prompt is a natural language sentence in which a to-
ken has been masked, such that a language model has
to predict the hidden token and reconstruct the origi-
nal sentence. The assumption of the literature on prob-
ing language models is that, given a prompt, “filling
the gap” requires some specific linguistic knowledge.
For example, with a prompt like A robin is a type of
[MASK], a language model will be able to assign the
highest probability to bird for that given prompt only if
it possesses some knowledge of lexical-semantic rela-
tions (and more specifically, the hyponymy-hypernymy
relation existing between robin and bird).
As NLP technologies are frequently used in accounting
and finance, detecting hypernymy and other semantic
relations can substantially improve results in financial
tasks, such as numeral understanding and records man-
agement. Hypernyms correspond to higher-level cat-
egories for target concepts, and thus they play an im-
portant role in the organization of the terminology of
specialized domains (Espinosa-Anke et al., 2016).
Despite the popularity of prompt-based methods in
NLP (Liu et al., 2021), there are still open questions

about their usage in specialized domains: Can they re-
trieve lexical-semantic relations in a specialized do-
main? What is the impact of domain adaptation on re-
lation discovery? And how does the choice of different
linguistic prompts affect the models’ performance?
To answer these questions, in our paper, we focus on
the specific problem of hypernymy discovery in the fi-
nancial domain. We use the data from two bench-
marks in recent FinSim shared tasks (El Maarouf et
al., 2021; Mansar et al., 2021). We treat the prob-
lem as an unsupervised task and test three different
Transformer models (a general domain model and two
domain-adapted ones) by using 5 types of prompts, and
we report their results in identifying the right hypernym
for the financial terms in the datasets. We found that
domain adaptation tends to improve the retrieval of the
right hypernym. Surprisingly, however, we found that a
general-domain vocabulary leads to better retrieval per-
formance than a finance-specific one.

2. Related Work
Lexical-semantic relations such as hypernymy have
been investigated in computational linguistics for a
long time, especially in the Distributional Semantics
community (Weeds and Weir, 2003; Lenci and Benotto,
2012; Weeds et al., 2014; Roller et al., 2014; San-
tus et al., 2014a; Santus et al., 2014b; Santus et al.,
2015; Santus et al., 2016; Chersoni et al., 2016; Roller
and Erk, 2016; Shwartz et al., 2017; Liu et al., 2019;
Xiang et al., 2020). Hypernymys have received spe-
cial attention in the literature, since they correspond
to higher-level categories of concepts and represent the
backbone of ontologies and lexical networks (Chersoni
and Huang, 2021). A research trend based on pattern-
based methods use external corpora to exploit the co-
occurrence of a hyponym and its hypernyms in spe-
cific linguistic patterns (e.g., is a type of ) (Boella and
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Di Caro, 2013; Flati et al., 2016; Camacho-Collados
and Navigli, 2017). Machine learning models relying
on distributional representations as input features have
also been trained for prediction and detection of hy-
pernymy relations (Shwartz et al., 2016; Sanchez and
Riedel, 2017; Nguyen et al., 2017).
After the introduction of Transformers in NLP, several
researchers tried to take advantage of their abilities of
masked language modeling to analyze to what extent
they are able to associate nouns with their hypernyms.
A simple methodology consists of feeding the masked
language model with a sentence of the form “The TERM
is a HYPERNYM.” then masking the hypernym token
and letting the model fill the blank spot. Although
the results were not always consistent, previous work
showed that the Transformers can perform the hyper-
nymy discovery task well, especially when the right hy-
pernymy has to be picked from a close set of candidates
(Ettinger, 2020; Ravichander et al., 2020). Moreover,
Chersoni and Huang (2021) recently reported a positive
effect of Transformer-based features in supervised hy-
pernymy detection for the financial domain. The target
term was masked in a manually constructed probe sen-
tence, and a pre-trained Transformer-based language
model was asked to assign probability scores to the
candidate hypernyms of the target terms.
In the last few years many domain-adapted versions of
BERT and other Transformer architectures have been
made available by NLP researchers (Araci, 2019; Yang
et al., 2020; Liu et al., 2020). However, to the best of
our knowledge, the impact of domain adaptation on the
systems’ capacity for retrieving lexical-semantic rela-
tions has not yet been explored. In theory, a Trans-
former that has been adapted to a specific domain
should have access to a more specific lexical-semantic
knowledge for the words of that domain, and therefore
one would expect it to perform better in term catego-
rization tasks.
In the present work, we compared a general domain
BERT (Devlin et al., 2019) and two domain-adapted
FinBERT models (Yang et al., 2020) on two datasets
for financial hypernymy detection that have been used
for the recent FinSim shared tasks (Keswani et al.,
2020; El Maarouf et al., 2021; Mansar et al., 2021).
We adopted the masked language modeling approach,
feeding the model with 5 types of natural language
prompts (Hanna and Mareček, 2021), and we analyzed
the capacity of the systems to associate the terms in the
datasets with the correct hypernym labels.

3. Experimental Settings
3.1. Datasets
For our study, we used the datasets from the FinSim
(El Maarouf et al., 2021) and the FinSim-2 shared task
(Mansar et al., 2021). The FinSim dataset is composed
of a training set and a test set of, respectively, 100 and
99 financial terms and their corresponding hypernyms,
which a system has to identify out of 8 possible alterna-

Term Label
S&P 100 Index Equity Index

Green Bond Bonds
Index Forward Forward

Preference Share Stocks

Table 1: Examples of term-hypernym pairs from the
FinSim-2 dataset.

tives (Bonds, Forward, Funds, Future, MMIs, Op-
tion, Stocks, Swap). The FinSim-2 has a training set
of 614 terms and a test set of 212 terms, and 10 possible
hypernym labels (the same as FinSim, with the addition
of Credit Index, and Equity Index). Examples of in-
stances from FinSim-2 are shown in Table 1. In both
datasets, the hypernyms correspond to the high-level
classes of the Financial Business Ontology (FIBO) 1.
Since the gold labels of the FinSim-2 test set are not
publicly accessible, we were able to conduct experi-
ments only on the items of the training set. On the other
hand, most of the one-word hypernym pairs are the
same in both the FinSim-1 and the FinSim-2 datasets.
Thus, we merged the two datasets and to delete the du-
plicates. After this step, we obtained 202 one-word and
405 two-word term-hypernym pairs (607 pairs in total).
The number of unique word-types in the dataset vo-
cabulary is 546, among which 185 and 134 words are
not included in the general-domain and in the finance-
specific vocabularies of the models, respectively.

3.2. Systems and Settings
We used BERT Base (Devlin et al., 2019) as a general-
domain Transformer model. BERT consists of a series
of stacked Transformer encoders, and was trained us-
ing a masked language modeling and a next sentence
prediction objective on a concatenation of the Books
Corpus (Zhu et al., 2015) and of the English Wikipedia.
For the domain-specific models, we used two ver-
sions of the FinBERT model introduced by Yang et
al. (2020), namely FinBERT BaseVocab (FV w/ BV)
and FinBERT FinVocab (FB w/ FV). The main differ-
ence is that the former was initialized from the original
BERT Base (i.e., it also uses the same general-domain
vocabulary) and further pretrained on three financial
corpora (the Corporate Reports 10-K & 10-Q from the
Securities Exchange Commission 2, the Earnings Call
Transcripts from the Seeking Alpha website 3 and the
Analyst Reports from the Investext database), while the
latter was trained afresh on financial corpora for 1M
iterations and uses a domain-specific financial vocab-
ulary. As in Peng et al.(2021), we specifically chose
the model by Yang and colleagues because of the avail-
ability of two versions obtained with different methods
for domain adaptation. This allows us to measure the
impact of the vocabulary on task performance.

1https://spec.edmcouncil.org/fibo/
2https://www.sec.gov/edgar.shtml
3https://seekingalpha.com/
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Type Prompt Example
A a(n) TERM is a(n) [MASK]. A Share is a [MASK].
B TERMs are [MASK]. Shares are [MASK].
C a(n) TERM is a type of [MASK]. A Share is a type of [MASK].
D a(n) [MASK], such as a(n) TERM. A [MASK], such as a Share.
E a(n) TERM is a(n) [MASK], so is a(n) CO-TERM. A Share is a [MASK], so is a quota.

Table 2: List of the prompt templates.

For each target term in the dataset, we fed a prompt
including the term, and asked the masked language
models to assign a probability score to each candi-
date hypernym. The hypernyms were then ranked, for
each term, by decreasing probability value. Following
Schick and Schütze (2021), we only modeled the prob-
ability of the hypernym labels, i.e., the probabilities of
the rest of the vocabulary were not taken into account.

We conducted experiments with 5 types of prompts, in-
cluding using a linking verb to form two basic types of
prompts, and using type-of, such-as, and multiple hy-
ponym. The details of the prompts are shown in Table
2 (Notice that all the prompts have been built with the
appropriate determiner a or an for both the term and the
masked hypernym). Type A, the classic is-a pattern, is
the most basic form of hypernym prompting. Specifi-
cally, the terms and labels are pluralized in type B for
checking the consistency of the prediction: if the sys-
tems have some actual knowledge about hypernymy-
hyponymy relations, we would expect the attribution
of a hypernym to a term to be the same, regardless of
whether the term is singular or plural. For instance, if
the system knows that the hypernym of apple is fruit,
then the system should also be able to recognize the
correct hypernym fruits for apples. However, previ-
ous studies showed that, in Transformers’ predictions,
this is often not the case (Ravichander et al., 2020).
For all the other prompts, instead, both the hyponym
term and the hypernym label are singular. Type C is the
type-of pattern, a variation of the basic Type A prompt.
Type D is the such-as pattern: although it is a sen-
tence fragment rather than a full sentence, it represents
a more natural pattern of co-occurrence of lexemes in
a hyponym-hypernym relation (it is quite rare to see
the lexemes co-occurring specifically in patterns A-C,
except in text like encyclopaediae and wikis). Type
D, in particular, has been reported to be one of the
most effective ways of prompting the hypernym rela-
tion (Hanna and Mareček, 2021).

Type E is the multiple hyponyms prompt. A co-
hyponym, the CO-TERM, is automatically found by
using pretrained FastText embeddings (Bojanowski et
al., 2017). At first, we looked for the nearest neigh-
bor of each word to find co-hyponym examples. How-
ever, after inspecting the results, we chose to use the
second nearest neighbor as the hyponym instead of the
closest one, because the nearest neighbor always turned
out to be the capitalized version of the word itself. As
shown by Hanna and Marecek (2021), inserting a co-

hyponym in the prompt is likely to query the desired
hypernym more precisely. Using off-the-shelf FastText
vectors allow us to automatize and speed up the pro-
cedure of finding the co-hyponym word. Intuitively,
adding a co-hyponym in the sentence makes the prompt
more informative, because it gives the language model
more semantic information about the general category
that needs to be predicted.
The hypernym MMIs, which is present in both datasets,
is not included in BaseVocab, nor in FinVocab (neither
in the singular, nor in the plural form). Meanwhile,
after pluralization (pattern of type B), the hypernym la-
bel Swaps is not included in BaseVocab, but it is in-
cluded in FinVocab. During the encoding procedure,
the words not included in the vocabulary will be split
into subwords, e.g., Swaps → Swap## and ##s. The
language model will be unable to guess these hyper-
nyms with one single [MASK] token. Therefore, as the
prompt-based learning requires that we convert the hy-
pernym to a corresponding identification number in the
vocabulary, the missing hypernym labels are added to
the vocabulary of the pretrained language models, so
that they can be identified with unique numbers. How-
ever, the word representations of these added words are
randomly initialized without optimization.
Finally, prompt-based learning requires mapping each
hypernym label to a word from the vocabulary of the
language model. For two-word hypernyms, e.g., Eq-
uity Index and Credit Index, we first merge them into
a single category Index and jointly evaluate with other
one-word hypernym labels. Then, we perform an extra
disambiguation step to discriminate between these two-
word hypernyms, by creating an additional prompt.
See examples below for the prompts of Type A and C.

1. A S&P 100 Index is a/an [MASK] Index.

2. A S&P 100 Index is a type of [MASK] Index.

In this case, the language model is asked to assign the
probabilities of words Equity and Credit only.

3.3. Metrics
The predictions were evaluated in terms of Accuracy
and Mean Rank. The systems are not expected just to
output a prediction for each instance; they have to out-
put a rank of the candidate labels, from the most to the
least likely one. The Accuracy and Mean Rank metrics
are defined as follows:
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Type
BERT Base FB w/ BV FB w/ FV Average

ACC Mean Rank ACC Mean Rank ACC Mean Rank ACC Mean Rank
A 64.42 1.49 69.19 1.41 57.50 1.82 63.70 1.57
B 38.72 2.23 13.84 3.19 43.49 2.39 32.02 2.60
C 72.32 1.65 71.17 1.69 49.75 2.15 64.42 1.83
D 75.12 1.39 82.21 1.28 39.87 2.27 65.73 1.65
E 74.79 1.38 78.42 1.32 50.74 2.15 67.98 1.62

Average 64.78 1.63 62.97 1.78 48.27 2.15

Table 3: Accuracy(%) and mean rank of hypernym detection on the merged dataset. The best scores are in bold.

Accuracy =
1

n
∗

n∑
i=1

I(yi = yli[0]) (1)

MeanRank =
1

n
∗

n∑
i=1

ranki (2)

Notice that, in Equation (2), ranki corresponds to the
rank of the correct label if the latter is among the top
3 predictions and 4 otherwise, as in the Semeval 2018
evaluation of the hypernymy discovery task (Camacho-
Collados et al., 2018).

4. Results and Discussion
Table 3 illustrates the accuracy and mean rank scores
of the three language models and prompt templates on
the merged dataset. We observe that the prompt can
heavily affect the detection results. For example, with-
out any fine-tuning, the accuracy score of the FinBERT
w/ BV model can be changed from 13.84 to 82.21 by
changing the prompt from the basic plural type B to
type D (such-as). If we exclude the prompt of type
B, which was included to check the prediction consis-
tency, the average scores tend to improve by using more
complex prompts, with the models generally doing bet-
ter with prompt-types D and E. The result is in line with
the findings of Hanna and Mareček (2021).
The accuracy and mean rank scores for the basic types
are lower than the others in both BERT Base and Fin-
BERT w/ BV. It is striking that, after changing the
prompt sentence from singular to plural, all the models
have a sharp performance drop. FinBERT w/ BV mod-
els is, apart from Type B, the model achieving the best
scores (82.21 in accuracy and 1.28 in mean rank), but
on the other hand, it is also the model having the largest
drop after the pluralization of the prompt. This finding
is consistent with previous studies on hypernymy de-
tection with masked language models (Ravichander et
al., 2020; Hanna and Mareček, 2021), and it suggests
that the models might only be exploiting some surface
lexical cues to predict the hypernyms, rather than learn-
ing actual semantic relations between word representa-
tions (Rambelli et al., 2020; Pedinotti et al., 2021).
From the language models’ perspective, BERT Base
and FinBERT w/ BV outperform the FinBERT w/
FV model, confirming previous findings in financial
text sentiment analysis and numeral understanding
tasks (Peng et al., 2021). Curiously, the only model

with finance-specific vocabulary is the only one that
achieves its best score with the basic prompt A among
the 5 prompt types, and it is outperformed by the com-
petitor models with prompts B, C, and E, suggest-
ing that domain-specific vocabulary does not neces-
sarily represent an advantage for this kind of tasks.
This contrasts with findings in other domains such as
the biomedical domain, where models with a domain-
specific vocabulary have been shown to be more effi-
cient (Gu et al., 2021; Portelli et al., 2021). Between
the two models with general domain vocabulary, Fin-
BERT w/ BV is generally better at guessing the right
hypernyms, with the exceptions of prompt-types B and
C. Excluding the value of the plural prompt, which
gives particularly low scores for FinBERT w/ BV, the
accuracy and mean rank scores of this model would
be 75.16 and 1.43, against 71.66 and 1.48 of BERT
Base. Since FinBERT w/ FV was only trained on finan-
cial corpora and was missing the training on general-
domain text (Yang et al., 2020), the model may not
have acquired a good knowledge of the semantic rela-
tions. It is also possible that hypernymy patterns such
as ”is a” or ”is a type of” are not very frequent in finan-
cial texts, because these patterns are likely to appear in
definition-like statements, while financial texts are gen-
erally read by specialists that do not need definitions for
the meaning of the domain-specific terms.

Figures 1a and 1b show the confusion matrices of the
two best prompts, D and E, in the FinBERT w/ BV
model, respectively. The two prompts are both good
at associating terms to hypernyms. For example, the
detection accuracies of Bond and Option are almost
100%. Moreover, despite the unbalanced distribution
of the labels (e.g., Forward), we did not observe ac-
curacy drops for rare labels. Both prompts failed to
recognize MMI, as expected, as it is not included in the
vocabulary of the language model. The merged label
Index is the primary source of errors for both models,
with many instances of Option being erroneously asso-
ciated with Index, particularly with type E prompts.

We show some term-hypernym pairs that are misclas-
sified by FinBERT models with type D and E prompts
in Table 4. Only the terms CDS and To Be Announced
are included in both base and financial vocabularies,
while the others are split into subwords. This might
have misled the language models, making them unable
to guess the right hypernym. On the other hand, some
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(a) Type D (b) Type E

Figure 1: Confusion matrices of FinBERT w/ BV model with type D and E prompts, respectively.

FinBERT w/ BV FinBERT w/ FV

Term Label
Rank Prediction Rank Prediction

Type D Type E Type D Type E Type D Type E Type D Type E
Sukuk Bond 2 3 Stock Stock 2 2 Future Stock

To Be Announced Bond 5 7 Future Future 8 4 Future Future
CDS Swap 4 4 Bond Bond 4 8 Index Index

Wisdomtree Europe Hedged Index (Equity Index) 2 2 Option Option 3 9 Future Future
CDX Swaption Index (Credit Index) 2 2 Option Option 4 2 Future Option

Table 4: Misclassified terms of FinBERT models with type D and E prompts, respectively. The rank of probability
of the correct label and the prediction result are reported as well.

in-vocabulary terms may have special meanings in the
financial domain, e.g. CDS (Credit Default Swap), and
they are also misclassified by FinBERT models. This
may due to a failure of the language models in extract-
ing the domain-specific meanings of the terms (e.g., the
models may interpret CDS as Compact Discs). Fin-
BERT w/ FV model generally got a worse probability
rank for the hypernyms, which once again suggests that
domain-specific vocabulary does not necessarily repre-
sent an advantage for this kind of task.

Finally, for the original two-word hypernyms (Equity
Index and Credit Index) we further analyzed the detec-
tion accuracy by creating an additional disambiguation
prompt, using the word Index/Indices. The language
models are asked to fill the [MASK] with only Equity
or Credit as illustrated in Section 3.2. Table 5 shows
the accuracy score of two-word hypernyms detection.
We still observe large drops for the plural prompts,
while the basic type A, and the types D and E are the
most effective patterns. Considering all models, type
A achieves the more stable performance. Patterns D
and E also obtained perfect scores, but the average is
pulled down by the low performance of FinBERT w/
FV. Among the language models, FinBERT w/ BV is
the top-scoring model as it manages to guess all the
hypernyms correctly in three cases out of five.

Overall, the results prove that training Transformer lan-
guage models on specialized corpora can improve hy-

Type Bert Base FB w/ BV FB w/ FV Average
A 100.00 100.00 94.57 98.19
B 69.14 78.27 71.85 73.09
C 72.10 74.07 67.90 71.36
D 100.00 100.00 76.54 92.18
E 99.51 100.00 89.63 96.38

Average 88.15 90.47 80.10

Table 5: The accuracy(%) scores of two-word hyper-
nym label detection. The best scores are in bold.

pernymy detection. Apart from the consistency issue
with plural prompts, FinBERT w/ BV is the model
achieving most often the highest scores, and it tends
to perform better than BERT Base for the more in-
formative prompts (types D and E). BERT Base is
still competitive with the domain-adapted model, and
shows more consistency with the basic prompts. Fi-
nally, FinBERT w/ FV performs the worst of the three,
suggesting that knowing financial-specific vocabulary
per se does not help hypernym detection. Almost all
the hypernymy labels and the majority of the terms to
be classified were included in both vocabularies, with
a slightly better coverage using FV (only 134 missing
terms against 185 for BV). The fact that this small ad-
vantage did not help the FinBERT w/ FV model sug-
gests that the internal representations of the Transform-
ers are able to efficiently exploit lexical cues from the
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context to make their predictions, even when the target
words are not included in their vocabulary. However, it
should also be noticed that FinBERT w/ FV achieved
a higher accuracy than the competitors with the plural
prompt of type B (see Table 3). This might be due to
the fact that this model is the only one that includes the
pluralized forms of all the hypernym labels (except for
MMI) in its vocabulary.

5. Conclusion
In this paper, we proposed a comparison between gen-
eral and domain-adapted pretrained language models’
performance of the task of financial hypernym detec-
tion via masked language modeling. We also tested
different types of prompts used to search for hypernym.
The results indicate that the domain adaptation can
improve the language model’s capacity to retrieve the
right hypernym, although the models are more efficient
when they also retain a general-domain vocabulary. In
addition, we observed that different prompts have an
important impact on hypernym detection; that is, more
natural and informative prompts generally lead to bet-
ter scores. Future work will experiment with new meth-
ods to refine the Transformers’ internal representations
to identify hypernyms and other lexical-semantic rela-
tions. For example, one could explore fine-tuning the
model on triples from knowledge graphs (Bosselut et
al., 2019), or extracting relation embeddings from the
language model output (Ushio et al., 2021).
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