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Abstract
In this paper, we introduce the results of our submitted system to the FinTOC 2022 task. We address the task using a two-stage
process: first, we detect titles using Document Image Analysis, then we train a supervised model for the hierarchical level
prediction. We perform Document Image Analysis using a pre-trained Faster R-CNN on the PublyaNet dataset. We fine-tuned
the model on the FinTOC 2022 training set. We extract orthographic and layout features from detected titles and use them to
train a Random Forest model to predict the title level. The proposed system ranked #1 on both Title Detection and the Table of
Content extraction tasks for Spanish. The system ranked #3 on both the two subtasks for English and French.
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1. Introduction
Financial prospectuses contain relevant information
about financial funds. These documents are typically
released as PDF documents, which can feature very dif-
ferent layouts. Often these documents miss the Table
Of Content (TOC) which can help the reader to focus
on relevant content. Most of the existing datasets for
Table Of Content extraction are domain-specific. The
FinTOC task aims to fill the gap, proposing a TOC task
specifically for financial documents.
In this work, we address the FinTOC task using a Doc-
ument Image Analysis approach, exploiting the graph-
ical layout for the Title Detection task. Page Layout
Analysis is a long-studied task in the field of Computer
Vision. We focus on approaches that exploit Convolu-
tional Neural Networks (CNN) for Object Detection.
R-CNN (Girshick et al., 2014) is an object detector
that involves three stages: Regions Proposal, Feature
Extraction and Classification. The Region Proposal is
implemented using the Selective Search (van de Sande
et al., 2011) algorithm and aims to find the Regions
of Interest (ROI). R-CNN use a Convolutional Neural
Network to extract the features from each ROI. The ex-
tracted features are used in a Support Vector Machine
(SVM) classifier to predict the object class. Fast R-
CNN (Girshick, 2015) improves R-CNN, avoiding the
feature extraction for each ROI. Fast R-CNN computes
a feature map using CNN on the image and extracts
ROI from the feature map. Both R-CNN and Fast R-
CNN use Selective Search as algorithms for the ROI
extraction. The Selective Search algorithm can results
inexpensive in terms of computation time.

Faster R-CNN (Ren et al., 2015) is a neural network for
object detection which jointly train the three object de-
tection stages, implementing the Region Proposal Net-
work (RPN). The RPN is a Convolutional Neural Net-
work that tunes the Region Proposals according to the
specific object detection task. While these models of-
fer high performance and efficiency, they require large
datasets to be trained. The PubLayNet (Zhong et al.,
2019) is an automatically annotated dataset consisting
of more than 360,000 pages of scientific articles. Each
page is annotated with typical layout elements: title,
table, list and text. In particular, it contains more than
two million title instances. Since the layout structure
of financial documents can diverge in a significant way
from those of scientific articles we finetuned a pre-
trained model on the PubLayNet dataset for the Fin-
TOC 2022 task. In Section 2 we report the related
works. In Section 4 we introduce the proposed TOC
extraction pipeline including the Title Detection mod-
ule and the module for the Level classification. Finally,
in Section 5 we report the results on the FinTOC 2022
task.

2. Related Work
(Bourez, 2021) ranked first on the FinTOC 2021 task
(Maarouf et al., 2021) on the subtasks of Title Detec-
tion and TOC extraction for both English and French.
(Bourez, 2021) relies on the commercial software
ABBYY1 for the blocks and tables extraction, then
the XGBoost classifier (Chen and Guestrin, 2016) is

1https://www.abbyy.com/

https://www.abbyy.com/
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Figure 1: An overview of the pipeline.

trained on style features such as font color, name, size
and weight and the involved text.

(Hercig and Kral, 2020) focuses on the Title Detec-
tion task for the FinTOC 2020 task (Bentabet et al.,
2020). (Hercig and Kral, 2020) perform an ablation
analysis on the features using the leave-one-out cross-
validation. From the results emerged that character
bigrams, orthographical features and font type repre-
sents relevant features. On the contrary, the Title De-
tection task seems to take no advantages from binary
features such as is bold, is italic, is all caps. A prior
work on Title Detection using Document Image Anal-
ysis is represented by (Gupta et al., 2021). (Gupta et al.,
2021) fine-tune a pre-trained Faster R-CNN on the Pub-
LayNet and filter the detected titles using a Gradient
Boosting Classifier. The system proposed by (Gupta et
al., 2021) achieves the highest precision with respect all
the other systems submitted in the FinTOC 2021 task.

3. Task

The FinTOC 2022 task is the fourth edition of the
shared task on Table of Contents extraction from fi-
nancial documents. FinTOC 2022 extends the FinTOC
2021 task (Maarouf et al., 2021) including spanish doc-
uments. In particular, the training data consist of a set
of pdf documents for each language, namely English,
French and Spanish. For each document, the table of
contents is provided. The table of contents includes the
text of the title and the related page on which the title
appears and the depth of the title. The FinTOC 2020
shared task involves two subtasks. The former is the Ti-
tle Detection (TD) task, which is a binary task expect-
ing the positive label for text blocks representing a title
and a negative label for non-title text blocks. The lat-
ter is the Table Of Content (TOC) task, which requires
extracting the hierarchical structure of the headers.

4. TOC extraction pipeline
In this section, we introduce the TOC extraction
pipeline (Figure 1). It consists of two modules: the
Title Detection module and Level classification mod-
ule. The Title Detection module aims to detect titles in
the pdf documents. On the other side, the Level classi-
fication module extracts the features from the detected
titles and predicts for each title the respective hierarchi-
cal level.

4.1. Title Detection
To model the Title Detection task as a Document Im-
age Analysis task, we extract the bounding boxes as-
sociated with each title. We use the Python library
pdfplumber 2 for the processing of the pdf documents.
We search the text occurrences of titles reported in the
training set on the specific page. It is important to state
here that the same text of the title can occur multiple
times on the same page. Consequently the training set
we build can be affected by noise due to title text am-
biguities.
Once we find an exact match with the text of the title
we extract the related bounding box. For each character
belonging to the extracted text pdfplumber provides the
char coordinates (cx0

, cy0
, cx1

, cy1
) which represent re-

spectively the distance of the left side of character from
the left side of the page, the distance of the top of char-
acter from the top of the page, the distance of right side
of character from the left side of the page, and the dis-
tance of the bottom of the character from the top of the
page. We extract the bounding box (x0, y0, x1, y1) co-
ordinates of the overall title text as follows:

• x0 is computed as the minimum distance from the
left page border min

∀c∈T
cx0

• y0 is computed as the minimum distance from the
top page border min

∀c∈T
cy0

2https://github.com/jsvine/pdfplumber

https://github.com/jsvine/pdfplumber
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Figure 2: Extracted features.

• x1 is computed as the maximum distance from the
left page border max

∀c∈T
cx1

• y1 is computed as the maximum distance from the
top page border max

∀c∈T
cy1

The extracted bounding boxes are arranged in the
COCO format (Lin et al., 2014) for the Object De-
tection task. Each pdf document d is converted into
images i1, i2, ..., iN , where N is the number of pages.
We train the pretrained model Faster R-CNN included
in the Model Zoo 3 of the LayoutParser library (Shen
et al., 2021). Specifically, the model uses the Feature
Pyramid Networks (FPN) (Lin et al., 2017) as back-
bone model. We finetuned the model for 80,000 itera-
tions using Detectron 4.
Once the titles of a specific page are extracted, we fil-
ter those for which the bounding box has a confidence
level greater than 0.5 and we sort them. First, we check
for titles that appear in the second column (for double-
column documents). A title that has the x0 coordinate
greater than the page width is considered to belong to
the second column. Then, we sort titles belonging to
the first column in decreasing order sorted by the y0
coordinate. If there are titles in the second column they
are sorted in decreasing order by the y0 coordinate and
appended to the titles in the first column.

3https://layout-parser.readthedocs.io/
en/latest/notes/modelzoo.html

4https://github.com/facebookresearch/
Detectron

Lang. Precision Recall F1
FR 0.728 0.672 0.695
EN 0.802 0.885 0.838
SP 0.462 0.827 0.569

Table 1: Results on TD subtask.

4.2. Level classification
The level classification module attempt to predict the
hierarchical level of the title. The hierarchical level of
a title is strongly dependent on the overall TOC struc-
ture, i.e. the level of a single TOC entry depends on
the previous and next titles features. (Bentabet et al.,
2019) model the level classification task as a sequence
labelling task representing the document hierarchy as a
sequence. For simplicity, we propose an element-wise
approach that takes into account only the features of a
single TOC entry. For the level classification, we train
a multi-class Random Forest classifier (Breiman, 2001)
that takes in input the features of a single TOC entry
extracted by the module of Title Detection and predict
the title hierarchical level. The classes correspond to
the hierarchical level that goes from 1 to 10 for the Fin-
TOC 2022 task. We use the default hyper-parameters
provided by the Scikit-learn library5, i.e. 100 estima-
tors, and the gini function to measure the quality of the
split. The input features (Figure 2) of the Random For-
est classifier are:

• First five Characters: one-hot encoding of the first

5https://scikit-learn.org/stable/
modules/generated/sklearn.ensemble.
RandomForestClassifier.html

https://layout-parser.readthedocs.io/en/latest/notes/modelzoo.html
https://layout-parser.readthedocs.io/en/latest/notes/modelzoo.html
https://github.com/facebookresearch/Detectron
https://github.com/facebookresearch/Detectron
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
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Lang. Inex08-P Inex08-R Inex08-F1 Inex08-Title acc. Inex08-Level acc. harmonic mean
FR 40.0 37.0 38,3 43.8 30,7 34,08
EN 61.4 66.4 63,6 71.4 42,9 51,24
SP 31.8 59.0 40 65.5 46,5 43,01

Table 2: Results on TOC subtask. Namely Precision, Recall and F1 measure of Inex08 score, Inex08-Title accu-
racy, Inex08-Level accuracy and the harmonic mean computed over the Inex08 F1 and the Inex08-Level accuracy.

five characters of the text title

• Last two Characters: one-hot encoding of the last
two characters of the text title

• Bounding box x0 normalized by the document
width

• Bounding box y0 normalized by the document
height

• Page number normalized by the number of pages
of the document

• Language, one-hot encoding of language class:
English, French and Spanish

• Font name, pre-processed by removing punctua-
tion and foundry names (i.e., LT, MT, FF, EF) by
the font name.

• Font size

We use the same special ID for padding the character
sequences and for out-of-dictionary characters. Finan-
cial documents can be grouped based on several differ-
ent aspects. In particular, the language can be discrim-
inative since in some countries the financial documents
have to follow specific templates (e.g., EDGAR SEC
6 or AMF7). Previous works show that documents be-
longing to the same class often share the same specific
page layout pattern (Esposito et al., 1990). For this rea-
son, we argue that the use of the document class can
represent a relevant feature in the TOC task.

5. Results
Results on the Title Detection and Table of Content
tasks are reported in Table 4.1 and Table 4.1, respec-
tively. The Title Detection task is evaluated using the
F-measure computed on the predicted titles that match
the ground truth titles. The TOC task instead evalu-
ates the systems against the harmonic mean computed
over the Inex08 F1 score and the Inex08-Level accu-
racy. In particular, for the Inex08 F1 score the pre-
dicted TOC entries are considered correct if match the
ground truth TOC entries and have the same page num-
ber. The Inex08-Level accuracy evaluates the number
of predicted titles with the correct page number and the
correct hierarchical level.

6https://www.sec.gov/edgar.shtml
7https://www.amf-france.org/

We perform a qualitative analysis on the three docu-
ment classes, i.e. English, French and Spanish docu-
ments. The English fund documents are simple and of
regulatory nature. The French fund documents are also
regulatory but more oriented to investors with graphi-
cal elements and colour. The Spanish documents are
annual reports with a strong emphasis on creative com-
munication with a large variety in form, colour, text
flow and photographs, which makes them less pre-
dictable. Our system ranked #1 on the Spanish TD
subtask with an F1 score of 0.569 and the TOC subtask
with a harmonic mean of 43.01. The system performs
better for the Title Detection task in English achieving
an F1 score of 0.838. On the other side, for the level
classification, the system performs better in Spanish,
achieving 46.5 of Inex08-Level accuracy.

6. Conclusion
In this work, we presented our system submitted to the
FinTOC 2022 task. Our system ranked #1 on the Span-
ish subtask and #3 on the English and French subtasks,
achieving high recall performance. The Title Detection
module is language independent and can be extended to
a wider scope of documents written in other languages
than English, Spanish and French.
In future developments, we plan to fine-tune hyper-
parameters, such as the level of confidence of the Title
Detection model to improve the system performance.
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