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Abstract
Neural methods in Text to Speech synthesis (TTS) have demonstrated momentous advancement in terms of the naturalness
and intelligibility of the synthesized speech. In this paper we present neural speech synthesis system for Urdu language, a low
resource language. The main challenge faced for this study was the non-availability of any publicly available Urdu speech
synthesis corpora. Urdu speech corpus was created using audio books and synthetic speech generation.To leverage the low
resource scenario we adopted transfer learning for our experiments where knowledge extracted is further used to train the
model using a relatively smaller Urdu training data set. The results from this model show satisfactory results, though a good
margin for improvement exists and we are working to improve it further.
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1. Introduction

Speech tools are imperative in the current era of voice
driven interfaces. Speech synthesis is one such arti-
ficial speech production technology, which transforms
text into intelligible speech (Holmes, 1973). With mas-
sive progress in high resource languages in speech syn-
thesis, development of good quality TTS systems for
low resource languages leaves much to be done.
The advent of neural approaches, especially Deep
Neural Networks (DNN) proved to be revolutionary
in overcoming limitations of previous approaches
especially the inability to represent complex contextual
dependencies (Ze et al., 2013). DNNs can model
speech variations like speaking style and intonation
even with limited data. (Qian et al., 2014a) report
Deep Neural Networks outperforming HMMs with
five hours of speech corpus by especially improving
prosodical features. Multitask learning also consider-
ably enhanced the efficiency of hidden representation,
which in turn made the complex mapping possible.
Prosody is the main feature which improves the
performance of DNN in comparison to HMM (Qian
et al., 2014b). The mapping is done directly between
linguistic and acoustic features for each frame of the
model (Wu et al., 2015).

A neural network based parametric system (Wang et
al., 2016) eliminated the need of laborious alignment
procedure by integrating the text and acoustic model.
Mel-frequency spectrograms were used to connect two
key modules of their Neural TTS. First, a network
which acted as a predictor for a sequence of mel spec-
trogram frames for a given input and Wavenet with a
few modifications(Shen et al., 2018). The MOS ob-
tained for this experiment came quite close to the score
reported by professionally synthesized speech. Stan-
dard methods used for TTS required considerable time
and effort. The Neural methods took over this task of

feature engineering by the use of self operating feature
learning (Mametani et al., 2019).
Deep voice (Arik et al., 2017) based on neural ap-
proaches made things simpler by minimizing human
intervention while training the data. DeepVoice2 (Gib-
iansky et al., 2017) used less than half hour speech per
speaker to provide a lot of variations in the generated
synthesized speech. This was achieved by using a post-
processing neural vocoder. The focus was on using less
speech data compared to single speaker models while
maintaining high quality output. Deepvoice 3 (Ping et
al., 2017) while keeping the synthesized speech as nat-
ural as possible, reduced the training time to ten times
from the standard models. On the other hand, they
built up the model using about eight hundred hours of
training speech data which is quite high comparative to
those used in standard Neural TTS.
The language selected for this research, Urdu, is a low
resourced language in field of TTS. However, it is a
widely spoken language in South Asia. Presenting
for DNN based approach for Hindi-Telugu language
pair promising results were credited to the ability of
DNN in predicting spectral parameters. The predic-
tion causes reduction in the noise and artificiality of
synthesized speech (Reddy and Rao, 2018). Using a
Hindi model for text normalization, models were built
for Bangla language using Long Short Term Memory
RNN (Gutkin et al., 2016).
Tacotron (Wang et al., 2017) by Google is an end
to end model which does automatic feature extrac-
tion. Extending it, (Jia et al., 2018) presented a mul-
tiple speaker model based on three separate modules.
Speaker verification module generates a vector ex-
tracted from few seconds of speech by seen or unseen
speaker. The second module maps the text to phonemes
while using pre-trained speaker embeddings. Lastly,
the vocoder generates the wave-forms.
We discuss in section 2, the original model architec-
ture along with the transfer learning approach we used.
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Corpus Hours Lines Size Gender Source
Urdu
FS1 4.5 2807 694 MB F Google TTS
MR1 4.6 4841 732MB M Youtube
MR2 11.6 11,296 1.8 GB M Youtube
FR1 1 631 128 MB F AudioBook
English
LJ Speech 24 13,100 2.7 GB F Public Domain
Arabic
Nawar 3.7 1813 1.4 GB M Public Domain

Table 1: Corpus description

In section 3, we briefly list the Urdu corpora and other
resources used in this research along with experiments
conducted with these resources and their results. Sec-
tion 4 discusses the evaluation metrics used for the
analysis before concluding with the future prospects in
Section 5.

2. Model architecture
We used Tacotron (Wang et al., 2017) for building our
systems. Tactoron is an end to end system which syn-
thesizes speech directly from the text. We built Urdu
standalone systems and transfer learned system using
pre-trained models of English and Arabic as parent
models. The models use a training batch size of 32
with an initial learning rate of 0.002. We used feed
forward neural networks with input as a predictor for
the vocoder parameters using multiple layers of hidden
units (Wu et al., 2016).
The original model has three basic components. The
encoder gives sequential representations of the input
text and uses the scheme by (Lee et al., 2017) for fea-
ture extraction. A bottleneck layer is used for better
generalization and convergence by using a compressed
representation with reduced dimensions. The bottle-
neck layer is basically a pre-net with dropout mecha-
nism. It helps to focus more on the input text. The
CBHG (1-D convolution bank + highway network +
bidirectional GRU) module is the building block used
for feature extraction in the encoder. The decoder mod-
els the mel-scale spectrogram representing the relation
between text and speech. The post processor not only
fixes errors of decoder predictions but also brings it into
a form which can be then converted into wave-forms.
Griffin-Lim is used to generate the final outputs in form
of waveform audios.
Pre-trained models for English built on LJ Speec data 1

was used to to initialize our models for transfer learn-
ing. For Arabic we built our own model using the same
parameters as our Urdu models.

1https://data.keithito.com/data/
speech/tacotron-20180906.tar.gz

2.1. Transfer learning
Transfer learning uses knowledge obtained from per-
forming a task to achieve another related task. The
knowledge transfer from one task to another task can
contribute to learning by improving the target model,
accelerating learning, increasing efficiency or decreas-
ing required time (Torrey and Shavlik, 2009). Use of
large existing data as an additional set of data was sug-
gested by (Dai et al., 2007) to augment new smaller set
of data. The boosting algorithm promised good model
accuracy using only small new data set while extract-
ing possible knowledge from parent models. We used
a similar approach to train our models by using Arabic
and English as the parent models.

3. Experimental Setup and Corpora
We used deep neural networks for building our text
to speech synthesizer. We employed transfer learning
to cater for the data scarcity and also built standalone
models to establish a comparison. The details of the
experiments are given in Table 1.

3.1. English Corpus
We used LJ Speech Data (Keith Ito and Linda Johnson,
2017) to build the parent model for English. It consists
of 13k single speaker utterances totalling to twenty four
hours of speech in female voice. The sample rate used
in this corpus is 22.05 kHz.

3.2. Arabic Corpus
Nawar (Halabi, Nawar and Wald, Mike, 2016) Arabic
corpus , based on 3.7 hours of professionally recorded
speech was used to train the Arabic model based on
transfer learning.

3.3. Urdu Corpora
There was no publicly available Urdu speech corpus
for TTS research. Due to unavailability of corpora, we
built our own Urdu speech corpora using audio books
and synthetic speech generation. The sampling fre-
quency was fixed at 22.05 kHz for each corpus. A brief
description of these corpora is given in Table 1 and de-
tails are given as follows:

https://data.keithito.com/data/speech/tacotron-20180906.tar.gz
https://data.keithito.com/data/speech/tacotron-20180906.tar.gz
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Model Lines Duration MOS naturalness MOS intelligibility
Transfer Learning English −→ Urdu
M1(LJSpeech ⇒ FS1) 13,100+2807 24+4.5 hrs 3.15 3.45
M2(LJSpeech ⇒ MR1) 13,100+4841 24+4.6 hrs 3.30 3.10
M3(LJSpeech ⇒ MR2) 13,100+11,296 24+11.6 hrs 3.40 3.30
Transfer Learning Arabic −→ Urdu
M4 (Nawar ⇒ FS1) 1813+2807 3.7+4.5 hrs 3.00 2.80

Urdu Standalone
M5 (FS1) 11,296 11.6 hrs 2.90 2.60

Table 2: Model description

3.3.1. FS1-Synthetic speech corpus
FS1 Urdu corpus (Sahar Jamal, 2020) includes tran-
scriptions collected using multiple sources which in-
cluding manual annotation, news web sources and texts
from some publicly available corpus. The correspond-
ing audio data sets were generated using Google Text-
to-speech system (Google, 2017). The final data set
consisted of 2807 utterances on single speaker female
voice.

3.3.2. MR1-Male Audio book1
This corpus (Sahar Jamal, 2021c) was made by using
an Urdu audio book. It uses native Urdu speaker male
voice with a duration of 4.6 hours.

3.3.3. MR2-Male Audio book2
This Urdu (Sahar Jamal, 2021a) 11.6 hours speech cor-
pus was created by splitting multiple Urdu audio books.
It is a single speaker male voice.

3.3.4. FR1-Female Audio book
This Urdu speech corpus (Sahar Jamal, 2021b) is in
female voice and consists of one hour of speech data.
This corpus was created using Urdu audio book.

3.4. Experiments and Results
All the models were trained until convergence follow-
ing (Wang et al., 2017). We started the training using
our Urdu training data FS1, constituting four hours of
speech, the model had bad alignments (as expected).
This led us to explore transfer learning techniques.
Starting with pretrained English model trained on 24
hours LJ speech corpus (Keith Ito and Linda Johnson,
2017) M1was built by initialising the Urdu model using
the synthetic FS1 corpus. The learned parameters of
pretrained English model were used to initialize train-
ing with Urdu speech corpus FS1. Several learning
rates were tested before setting the final learning rate to
0.02, which gave the best performance. At 477k steps,
the model started to show uniform alignments.
We proceeded with using the created corpora to train
the model and observe their effect on the resulting
speech. M1, M2 and M3 (Table 2) were trained through
the transfer learning from the English model using dif-
ferent Urdu Corpora for fine tuning.

Figure 1: Attention alignment of Urdu TTS Model M1

Exploring the second language as parent, we used
transfer learned from Arabic model with the synthetic
FS1 as fine-tuning corpus.
Thirdly, we built 11.6 hours Urdu stand alone TTS
model M5 following the original procedure.

4. Human Evaluation
Quality in TTS is a multidimensional term (Mariniak,
1993). The quality of synthesized speech is dependent
on variable factors and parameters. The output qual-
ity is usually judged by a group of listeners (Jekosch,
1993).The evaluation is performed by observing the
variation between the natural and synthesized speech.
For our study, forty subjects were selected who were
native speakers of Urdu language. The subjects cho-
sen for this experiment were provided an online form
for submitting their opinions. Fifteen sentences were
provided as sample and each participant was asked to
listen to at-least five sentences before ranking the intel-
ligibility and naturalness of speech. Each subject rated
the synthesized speech from the rank of one to five for
intelligibility and naturalness separately, these parame-
ters are listed in table 4 with 1 being lowest and 5 being
the highest quality.
Naturalness is a parameter which is hard to quantify.
Different listeners participating in the experiment may
have different preferences in selection of the most nat-
ural voice (Ojala, 2006). Mean opinion score (MOS)
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was used to asses the opinion scores . MOS is used
to evaluate the quality of speech. Five categories were
created for the assessment of MOS. The categories are
mentioned in table 4 and results are reported in table 2.

Rank Intelligibility Criteria
1 Very Low intelligibility, No clarity
2 Low intelligibility,few parts are comprehensible
3 Average intelligibility
4 Overall intelligible with few distortions
5 Highly Intelligible
Rank Naturalness Criteria
1 Highly robotic
2 Very robotic, few instances of naturalness
3 Average naturalness
4 Overall natural with traces of robotic instances
5 Very Natural Sounding

Table 3: Assessment categories to measure naturalness
and intelligibility

Figure 2 demonstrates the results of the evaluation tests
performed on the TTS Model M1. Out of the forty par-
ticipants more than sixty percent found the synthesized
speech of M1 intelligible.
For our model M1, the naturalness factor had more
margin to improve as it was considered comparatively
less satisfactory than intelligibility.This is also due to
the synthetic voice used in the training corpus of M1.
A better and bigger corpus may provide better results
with the same approach. The main advantage of us-
ing the transfer learning approach is the elimination of
hand engineered feature extraction.
This study tested five different model. English was
used as a parent language for the first three models.
Arabic was used as the parent language for the fourth
model M4. The last model M5 was a standalone Urdu
Model. The results show satisfactory naturalness for all
the models with parent language as English. However,
the intelligibility score was much better for model M1
which had English as parent language and Urdu Syn-
thetic Speech Corpus as the second corpus. This was
the most clean and noise free corpus we used in this
research.

5. Conclusion
This research work presented approaches for building
an effective Urdu Text to speech system which is a
zero resource language in terms of corpus availabil-
ity. We explored two approaches: 1) Building and us-
ing Urdu speech corpus of different sizes to train stan-
dalone models 2) Transfer learning from English vs.
Arabic. Initializing the model by a larger non-Urdu
corpus and further training it on a significantly Urdu
corpus, we were able to get encouraging results. Al-
though the results seem promising , however there is
room for improvement. A larger and richer Urdu cor-
pus will significantly contribute to better results.
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