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Abstract
Pharmaceutical text classification is an important area of research for commercial and research institutions working in the
pharmaceutical domain. Addressing this task is challenging due to the need of expert verified labelled data which can be
expensive and time consuming to obtain. Towards this end, we leverage predictive coding methods for the task as they
have been shown to generalise well for sentence classification. Specifically, we utilise GAN-BERT architecture to classify
pharmaceutical texts. To capture the domain specificity, we propose to utilise the BioBERT model as our BERT model in the
GAN-BERT framework. We conduct extensive evaluation to show the efficacy of our approach over baselines on multiple
metrics.
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1. Introduction

Occurrence frequency of misleading statements has in-
creased in industries such as financial, legal, social
media, health, biomedical and pharmaceutical. Mean-
while natural language processing has grown rapidly in
particular due to machine learning and deep learning
methods that provide mechanisms to classify text au-
tomatically. Various innovative approaches have been
proposed. Devlin et al. (2019) proposed a BERT (De-
vlin et al., 2019) based classifier for the classifica-
tion problem. Jofche et al. (2021) suggested the use
of transfer learning for knowledge extraction from the
classified pharmaceutical text while Croce et al. (2020)
proposed a Generative Adversarial Network (GAN)
based model leveraging the BERT architecture for the
text classification. Sarkar et al. (2021) investigated
Naive-Bayes, SVM, Multi-Layer Perceptron (MLP),
Sentence-BERT(S-BERT), Laser, Zero-Shot and Few-
Shot approaches to legal-financial text classification.
In the United States, the Food and Drug Administra-
tion (FDA) is responsible for protecting public health
by ensuring the safety, efficacy of drugs. Promo-
tional communications must meet the following crite-
ria, which are based upon the FDCA: be clear, accurate
and truthful, not be misleading, promote only cleared
or approved intended use, be supported by valid sci-
entific evidence, and include a fair balance between
benefits and risks. In this paper, we focus on clas-
sification in the pharmaceutical industry for detecting
misleading claims. We have adopted and extended
a triplet network classifier (Sarkar et al., 2021) and
GAN-BERT. Both models are relatively unexplored in
the pharmaceutical domain. Firstly, we train a sys-
tem on Naive-Bayes, SVM, MLP, S-BERT (Reimers
and Gurevych, 2019) and Laser (Artetxe and Schwenk,
2019). Secondly, we train a system on GAN-BERT.

Finally, to factor the domain specificity, we replace the
BERT of GAN-BERT architecture with BioBERT (Lee
et al., 2020), which is a BERT architecture fine-tuned
on biomedical text. The semi-supervised approach of
GAN-BioBERT with GAN’s generative nature and the
results of Bio-BERT on biomedical datasets motivated
us to use them to optimise our results.

2. Related Work
Application of innovative techniques such as GAN-
BERT, BERT, few-shot and zero-shot learning in the
biomedical domain has been successfully explored.
However, the extraction classification of biomedical
and pharmaceutical text is difficult due to the domain
specificity of terms and the inter-dependency of such
terms with other tokens in the text. In most cases, it
involves training models on large volumes of labelled
data that can be expensive and time-consuming. To-
wards this end, Flores et al. (2019) posited FREGEX
to extract biomedical features using regular expression.
The authors used string based algorithms for extracting
tokens having similar patterns and contextual features.
Similarly, Flores et al. (2020) proposed CREGEX, an
innovative method for automatically generating infor-
mative and discriminative regular expression.
With the advent of deep-learning based models, Yao
et al. (2019) proposed a knowledge guided convolu-
tional neural network model utilising a rule-based fea-
ture extractor for clinical text classification. Du et al.
(2019) suggested the use of a label prediction network
for biomedical text classification. On the other hand,
Wu et al. (2021) proposed Bio-IE, a novel method util-
ising a hybrid neural network for extracting relations
from biomedical text. They used multi-head enhanced
convolutional graph to capture the complex relations
and context information resisting noise. Luo (2017)
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proposed a LSTM model for learning word and con-
textual embeddings without the need of manual feature
engineering.
Vaswani et al. (2017) posited transformer architecture
for improving the representational capacity of LSTMs.
Devlin et al. (2019) utilised the transformer architec-
ture and proposed BERT to obtain contextualised rep-
resentation of sentences as well as tokens in sentences.
They showed the efficacy of BERT on various natu-
ral language processing tasks. Bio-BERT (Lee et al.,
2020) is fine-tuned BERT which is pre-trained with
bio-medical dataset for capturing the dependencies be-
tween domain specific terms.
Even though GAN-BERT gave good results on classi-
fication tasks, BERT’s capacity to handle bio-medical
data wasn’t that great as it cannot extract those features.
Due to this GAN-BERT failed on bio-medical dataset.

3. Methodology
In this section, we begin with a formal definition of the
GAN architecture. We then outline the semi-supervised
training of the GAN for legal pharmaceutical text clas-
sification. We begin by describing the semi-supervised
training of GAN for text classification and then focus
on the details of the Model Architecture used in this
work.

3.1. Generative Adversarial Network
We leverage the GAN architecture for the classifica-
tion task. The GAN architecture consists of two net-
works interacting with each other, a discriminator and
a generator. The generator constructs ‘fake’ examples
to deceive the discriminator during the classification
task, while the discriminator is trained to distinguish
the generated samples from the real samples present
in the dataset. The generator and the discriminator
are trained together in an adversarial setting. In this
work, the GAN network is trained using the Minimax
loss (Goodfellow et al., 2014) as outlined in Equation 1.

L =
min

G

max

D
(Ex∼Pdata

[log(D(x))]+

Ez∼Pz [1− log(D(G(z)))]) (1)

where D and G are the discriminator and the generator
network to be learned and z is the noise induced in the
model to generate artificial samples using the genera-
tor.

3.2. Semi Supervised Training of Generative
Adversarial Network

The goal of the classification task is to classify a sen-
tence into one of K classes. Following Croce et al.
(2020), we train the GAN in a semi-supervised setting,
wherein the discriminator and the generator are trained
together. Given a set of K classes for text classifica-
tion, the discriminator is trained to classify a piece of
text into one-of-K classes. In addition to the K classes,

we add an extra K+1 class to train the discriminator to
classify the samples generated from the generator into
the K + 1 th class. Introducing the additional class en-
ables the network to learn from unlabelled examples as
well.

3.3. Model Architecture

We leverage the GAN-BERT architecture to classify le-
gal pharmaceutical text in a semi-supervised setting.
Given a text sequence s = (w1, w2, ..., wn) consisting
of n tokens, we leverage a pre-trained BERT model
to obtain a contextual representation of s. The BERT
model encodes each token to a dreal ∈ R dimensional
contextualised vector. We consider the CLS token rep-
resentation of the BERT model as the representation of
s. Mathematically we define it as:

e = BERT(sdata) (2)
sdata = e([CLS]) (3)

where BERT denotes the BERT encoding architecture.
On the other hand, during semi-supervised training of
the GAN, we sample a dfake ∈ R vector as the noise
vector for the generator. This noise vector is fed as
input to the generator for generating adversarial exam-
ples. The generator then generates a dreal ∈ R dimen-
sional vector which is then sent to the discriminator for
classification. Mathematically, the generator network
is defined as:

z ∼ Uniform(0, 1) (4)
sG(z) = MLP (z) (5)

where the MLP is a 5 layer dense network with
LeakyRelu activation function as the non-linearity in
each layer. We do not introduce any activation func-
tion in the final layer of the MLP. The noise vector is
sampled from a uniform distribution (0, 1).
Similar to the generator, the discriminator is also mod-
elled as a multi-layer perceptron with 5 dense layers
with LeakyRelu activation function in every layer ex-
cept for the last layer. As the role of the discriminator
is to classify the text into K+1 classes, the output from
the final layer layer is passed through a Softmax layer
to assign probabilities of the sentence belonging to a
specific class. Mathematically we define the discrimi-
nator and the final classification as:

logits = MLP (s) (6)
Pclass = Softmax(logits) (7)

where Pclass denotes the probability of a text sequence
belonging to a specific class.
For the final classification of a sentence, we utilise
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Equation 8 to assign a class to the sentence.

class(s) =

{
compliant p ≥ α

non-compliant p < α
(8)

where the threshold value α is a hyperparameter to be
set.

4. Experimental Setup
In this section, we begin with a description of the
dataset used in this work. Thereafter, we outline the
baseline methods and the evaluation metrics on which
we evaluate the performance of our proposed approach.

4.1. Dataset
We curated the dataset by considering external data
sources concerning the pharmaceutical domain. This
is a public dataset from Warning/Untitled letters from
the FDA and FTC enforcements that was taken from
the public data of largest pharmaceutical companies in
the US. The dataset was then sent to a team of in-house
experts for filtering low-quality instances. The resul-
tant dataset contained 3,786 compliant sentences and
345 non-compliant sentences.
We split the final dataset into 70%, 15% and 15% as
training, validation and test set. The resultant train-
ing set contained 2,784 and 245 compliant and non-
compliant sentences respectively, while the validation
and the test set contained 501 and 50 compliant and
non-compliant sentences.
The Sentences being compliant and non-compliant is
subject to the FDCA based on the information men-
tioned in them if any. Some examples from the dataset
are mentioned in Table1.

4.2. Baseline and Evaluation Metrics
We compare our proposed approach again with the fol-
lowing baseline methods:

• Naive Bayes: We utilise the TF-IDF scores of to-
kens in the sentences to train a Naive Bayes model
for the classification task.

• Multi-Layer Perceptron: We use the TF-IDF
scores of tokens in the sentences as inputs to a 2-
Layer dense neural network, with ReLu activation
in the first layer, to train the classification model.

• SVM: Similar to the MLP model, we learn an
SVM model for the classification task. We set the
regularization parameter C and gamma to 1.0 and
0.1 respectively.

• Sentence-Bert (Reimers and Gurevych, 2019):
Sentence-BERT is Transformer (Vaswani et al.,
2017) based sentence encoders that capture the
rich semantic information in a sentence into a
fixed-size vector. We encode each sentence using
the Sentence-BERT architecture and then pass the
sentence embedding to a 2 layer dense network for
classification.

• LASER (Artetxe and Schwenk, 2019): Similar to
the Sentence-BERT baseline, we encode each sen-
tence using its LASER embedding and pass it to a
2 layer dense network for classification.

4.3. Implementation Details
For the Sentence-BERT baseline, we use the pub-
licly available SBERT-BASE-NLI-MEAN-TOKENS 1

as our sentence encoder. While we utilise the
LASER embeddings to encode the sentences to a 1024-
dimensional vector. We use the publicly available
BioBERT 2 as a replacement of the BERT model in our
proposed approach.
We fine-tune the model with a learning rate of 5e-5 for
both the generator and discriminator and batch size of
64 for 10 epochs with Adam optimizer. For the final
classification, we plot the ROC curve and based on the
distribution we set the α in Equation 8 to 0.7.

5. Results
In this section we outline the results of using our ap-
proach. We begin with the quantitative analysis of the
performance of our approach against the baseline meth-
ods. Thereafter, we conduct an ablation study of re-
placing the Bio-BERT architecture with other BERT
based encoders. Following this, we analyse the per-
formance of our model in a few-shot setting wherein
our approach and other baselines are supplied with a
limited number of labelled examples. Finally, we con-
duct a qualitative analysis of the results and study a few
cases where the labels assigned by our model is differ-
ent from the gold-label. Analysis of our training sug-
gests that, the training loss for generator and discrimi-
nator reduced with each epoch, and validation and test
gave good results, which overruled the speculation of
overfitting arising due to dataset being small to support
deep learning models.

5.1. Quantitative Analysis
In this work, we propose a GAN based approach for
pharmaceutical text classification. Table 2 outlines the
performance of our proposed method against the dif-
ferent baseline methods used for the classification task.
It can be observed that GAN-BioBERT achieves the
best result amongst all models. It should be noted
that GAN-BioBERT has a better performance than
BioBERT showcasing the efficacy of our proposed ap-
proach.

5.2. Replacing BERT architecture
In our proposed approach, we replaced the BERT ar-
chitecture in GAN-BERT with Bio-BERT model. To
study the effectiveness of our choice of model, we re-
place the Bio-BERT model with BERT, RoBERTa and
DistilBERT. We observe from Table 3 that the perfor-
mance degrades when Bio-BERT is replaced with other

1
https://huggingface.co/sentence-transformers/

bert-base-nli-mean-tokens
2
https://huggingface.co/dmis-lab/biobert-base-cased-v1.2

https://huggingface.co/sentence-transformers/bert-base-nli-mean-tokens
https://huggingface.co/sentence-transformers/bert-base-nli-mean-tokens
https://huggingface.co/dmis-lab/biobert-base-cased-v1.2
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Table 1: Examples from our dataset to showcase the classes.

Sentence Model Label

1 FCS is a severe and rare disease caused by an enzyme deficiency
that leads to the buildup of chylomicrons and a high risk of life-
threatening pancreatitis.

compliant

2 We are committed to collaborating with the FDA to prevent or
mitigate drug shortages that impact the health of patients.

compliant

3 Rosemary is one of the best essential oils that helps with
headaches.

non-compliant

4 Tested and affordable Immune Plus Mouth Spray supports natu-
ral immune defense.

non-compliant

Table 2: Performance of our proposed method against
different baseline methods for pharmaceutical text clas-
sification.

Model Precision Recall F1 Accuracy

Naive Bayes 1.00 0.02 0.04 0.91
MLP 0.80 0.66 0.73 0.95
SVM 1.00 0.30 0.46 0.94
S-BERT 0.87 0.66 0.75 0.96
Laser 0 0 0 0.91
Bio-BERT 0.86 0.86 0.86 0.97
GAN-Bio-BERT 0.96 0.86 0.91 0.98

Table 3: Impact of the BERT architecture employed
for the pharmaceutical text classification task.

Model Precision Recall F1 Accuracy

GAN-BERT 0.81 0.84 0.82 0.97
GAN-RoBERTa - - - 0.91
GAN-Bio-BERT 0.96 0.86 0.91 0.98

Table 4: Performance of our proposed approach
against different baselines when a limited number of
training examples are present. K denotes the number
of training samples from each class used for training
the models.

#Examples Model Precision Recall F1 Accuracy

BERT 0.14 0.26 0.18 0.78
K=10 Bio-BERT 0.12 0.58 0.20 0.57

GAN-Bio-BERT 0.00 0.00 0.00 0.91

BERT 0.11 0.16 0.13 0.80
K=20 Bio-BERT 0.12 0.48 0.19 0.63

GAN-Bio-BERT 0.42 0.70 0.52 0.88

BERT 0.13 0.54 0.21 0.63
K=50 Bio-BERT 0.12 0.40 0.19 0.69

GAN-Bio-BERT 0.33 0.90 0.48 0.83

BERT 0.17 0.74 0.28 0.65
K=100 Bio-BERT 0.20 0.86 0.32 0.67

GAN-Bio-BERT 0.71 0.68 0.69 0.95

BERT based models. This gives us a clear indication of
the benefits of choosing a BERT model finetuned.
We observe from the Confusion Matrix of Figure 1
that the model misclassified only 9 out of the total 501
test examples and out of the 43 minority class exam-

Figure 1: Confusion Matrix.

ples only 2 were misclassfied. This clearly gives us the
understanding that even after dataset being imbalanced
the non-complaint class is aptly distinguished.

5.3. Few-Shot training
Getting labelled data can be time consuming and ex-
pensive. In this experiment, we train our proposed
model with a limited number of labelled examples. We
compare the performance of our proposed model again
the BERT model and the Bio-BERT model.
Table 4 outlines the performance of different models
when trained on a limited set of labelled data. It is in-
teresting to notice that when there are only 10 labelled
examples (K=10), GAN-Bio-BERT does not perform
better than other baselines. This can be attributed to
the generator generating poor quality samples, hence
negatively impacting the performance of GAN-Bio-
BERT. However, when the number of training samples
(K) is increased, GAN-Bio-BERT outperforms differ-
ent baselines by a large margin on the F1 score as well
as Recall. This result demonstrates the efficacy of our
proposed model on the classification task when a lim-
ited number of training examples are provided.

5.4. Qualitative Analysis
In this section, we analyse a few examples where the
model assigns a different label to the sentence than the
gold-label. Table 5 outlines four such cases. In the
first and second examples, we can observe that the sen-
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Table 5: Error Analysis: Examples where our proposed model produces classification labels different from the
gold labels.

Sentence Model Result Gold Label

1 Indulge in life’s sweetest pleasures whenever you want. compliant non-compliant
2 Lower production of proinflammatory cytokines. compliant non-compliant
3 It is an anticholinergic medicine which helps the muscles around

the airway in your lungs stay relaxed to prevent symptoms such
as wheezing, cough, chest tightness, and shortness of breath.

non-compliant compliant

tences are non-compliant but have been assigned the
compliant class by the model. This might be due to
the fact that these sentences seem incomplete, without
more information it is difficult to say that they are non-
compliant as they just state something without context.
For the third sentence, we can observe that the sen-
tences are compliant but have been assigned the non-
compliant class by the model, this might be due to
the context for both which implies that those specific
medicines definitely work for the said symptoms, but it
is extremely hard to know without having any knowl-
edge about the medicines or context. This show that
proper understanding of use cases of medicines and
possible context about the sentences might help to cor-
rectly classify them.

6. Conclusion
In this work, we propose the use of predictive coding
for the classification of pharmaceutical texts in the in-
dustry. We leverage the GAN-BioBERT architecture
for the task and showcase its efficacy against different
methods on multiple metrics. Additionally, we conduct
a thorough ablation study to show the impact of our
model of choice for the task.
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