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Abstract
Aspect-based sentiment analysis (ABSA) aims to predict the sentiment polarity towards a given aspect term in a sentence
on the fine-grained level, which usually requires a good understanding of contextual information, especially appropriately
distinguishing of a given aspect and its contexts, to achieve good performance. However, most existing ABSA models pay
limited attention to the modeling of the given aspect terms and thus result in inferior results when a sentence contains multiple
aspect terms with contradictory sentiment polarities. In this paper, we propose to improve ABSA by complementary learning
of aspect terms, which serves as a supportive auxiliary task to enhance ABSA by explicitly recovering the aspect terms from
each input sentence so as to better understand aspects and their contexts. Particularly, a discriminator is also introduced
to further improve the learning process by appropriately balancing the impact of aspect recovery to sentiment prediction.
Experimental results on five widely used English benchmark datasets for ABSA demonstrate the effectiveness of our approach,
where state-of-the-art performance is observed on all datasets.‡
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1. Introduction
Aspect-based sentiment analysis (ABSA) is an impor-
tant task in natural language processing (NLP). It aims
to detect the sentiment polarity of a given aspect term
in an input sentence. Normally, a good understanding
of the information concerning the aspect term, includ-
ing the boundaries of the aspect term, its context, and
the words contained in the aspect term, becomes es-
sential for ABSA. For instance, the example sentence
in Figure 1 has two different aspect terms (i.e., “price”
and “service”), where the context word “reasonable”
shapes “price” to be positive while “poor” determines
“service” to be negative. In this case, with the same
sentential context, the aspect terms have contradictory
sentiment polarities, which raise the bar for ABSA and
often cause inferior performance of models without
careful treatment to the aspect terms and their contex-
tual information.
To incorporate such information into an ABSA model,
most previous studies (Song et al., 2019; Zeng et al.,
2019; Phan and Ogunbona, 2020; Yang and Zeng,
2020; Veyseh et al., 2020; Chen et al., 2020a) concate-
nate aspect term(s) directly to the end of an input sen-
tence with a special token serving as the separator (e.g.,
“[SEP]” for BERT-based models (Devlin et al., 2019))
and feed the resulted sentence+aspect pair into an en-
coder. This simple and straightforward approach has
been proved to be rather effective; however, it only em-
phasizes the aspect term to the ABSA model without
further understanding of the boundary and context of a
given aspect term. Therefore, an appropriate approach

*Equal contribution.
†Corresponding author.
‡Our code is available at https://github.com/

synlp/ASA-CLD.

Figure 1: An example sentence contains two aspect
terms with contradictory sentiment polarities (i.e., pos-
itive for “price” and negative for “service”).

to model the given aspect term(s) in an input sentence
is expected to enhance the ABSA model with a better
aspect-aware context comprehension.
In this paper, we propose an approach to enhance
ABSA through complementary learning of aspects,
which is a supportive auxiliary task of recovering as-
pect terms for improving ABSA. Specifically, our ap-
proach has two training stages. In the first train-
ing stage, in addition to the main sentiment classifier,
our approach models the aspect term and its context
through an extra decoder to re-construct the input sen-
tence, especially the aspects, and optimize the entire
model accordingly. Moreover, a discriminator is added
to control the impact of the complementary learning to
the main sentiment classifier in a discriminative man-
ner and ensure our model focus on ABSA. In the sec-
ond training stage, the decoder and the discriminator
are removed, and only the sentiment classifier is trained
following the standard procedure of training a super-
vised ABSA model. Therefore, through the first train-
ing stage, the model is able to explicitly learn the aspect
terms as well as their context, which allows the model
to take the original sentence as the input. Then, the
second training stage ensures the learning target (i.e.,
ABSA) being emphasized. Compared with previous
studies (Liang et al., 2019) that apply multi-task learn-
ing to aspect term recognition and ABSA though one
single training stage, our approach not only enhances

https://github.com/synlp/ASA-CLD
https://github.com/synlp/ASA-CLD
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Figure 2: The overall architecture of the proposed model with complementary learning of aspects for ABSA with
an example input sentence and an aspect term (i.e., “fried rice” highlighted in green). The sentiment classifier, the
specific decoder, and the discriminator are illustrated in red, blue, and black dash-line boxes, respectively, all of
which are trained at the first training stage and the sentiment classifier is trained alone at the second stage.

the multi-task learning process by a discriminator to
control the impact of the complementary learning, but
also uses a two-stage-training design to force the model
to focus mainly on the target ABSA task itself. Experi-
mental results on five English benchmark datasets, i.e.,
LAP14, REST14 (Pontiki et al., 2014), REST15 (Pon-
tiki et al., 2015), REST16 (Pontiki et al., 2016), and
MAMS (Jiang et al., 2019), demonstrate the effective-
ness of our approach to ABSA, where state-of-the-art
performance is observed on all datasets.

2. The Approach
The architecture of our approach is illustrated in Fig-
ure 2, where the main sentiment classifier for ABSA
is highlighted in the red dash-line box and the specific
decoder for complementary learning (CL) is illustrated
in the blue dash-line box at the bottom right part, re-
spectively, with the task-free encoder (TFE) for both
tasks shown at the top left part. A discriminator, which
takes the output of the task-free encoder and determines
whether the specific decoder is able to correctly recover
the words in the input sentence, is illustrated on the bot-
tom right part. Overall, our approach has two train-
ing stages. In the first training stage, we train the
entire model with the sentiment classifier, the specific
decoder, and the discriminator together, which can be
formalized by learning the process of

ŷSA, ŷCL = ABSA-CL(X ,A) (1)

with ABSA-CL referring to the joint function of
the classifier, decoder, and discriminator; X =
x1, x2 · · ·xn is the sequence of the input sentence with
n words; A = a1, a2 · · · am is the given aspect term
with m words (which is a sub-sequence of X ); ŷSA is

the predicted sentiment polarity towards the given as-
pect term A; ŷCL is the re-constructed sequence for the
input sentence. In the second training stage, we fur-
ther train the sentiment classifier alone following the
standard supervised ABSA training, without involving
other components. This process can be formalized as
learning

ŷSA = ABSA(X ,A) (2)

with ABSA referring to the classification of sentiment
polarities. In doing so, the sentiment classifier is further
enhanced by focusing on sentiment polarity prediction
after the first training stage. The following texts elabo-
rate CL for ABSA and then describe the details of the
discriminator.

2.1. ABSA with Complementary Learning
In general, a good understanding of the running text
is highly important for NLP tasks (Pennington et al.,
2014; Song et al., 2018; Song and Shi, 2018; Bal-
dini Soares et al., 2019; Zhang et al., 2019b; Xu et
al., 2019; Diao et al., 2020; Li et al., 2020; Helwe et
al., 2020; Diao et al., 2021; Song et al., 2021). For
ABSA, in particular, the modeling of the given aspect
term and its surrounding context is the key for a model
to achieve promising performance. In achieving this
understanding goal, motivated by previous studies to
learn extra knowledge and features through multi-task
learning (Liu et al., 2017; Liu et al., 2019; Qin et al.,
2021a; Qin et al., 2022), we propose CL for ABSA
to re-construct the input sentence, especially the words
in the aspect term appearing in the sentence. Through
this process, the model is able to better analyze the in-
put sentence so as to facilitate the sentiment prediction
with aspect-aware contextual information. Specifically,
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our approach follows the encoding-decoding paradigm,
where the TFE is shared by both the main sentiment
classifier and the CL task, and encodes the input sen-
tence X by

h̃1, h̃2 · · · h̃n = TFE(X ) (3)

with h̃i (1 ≤ i ≤ n) denoting the task-free hidden
vector for xi. Then, we apply max pooling onto these
hidden vectors to obtain a task-free sentence represen-
tation (i.e. h̃X ) by

h̃X = MaxPooling({h̃1, h̃2 · · · h̃n}) (4)

Such word- and sentence-level representations are fur-
ther leveraged by all components including the main
sentiment classifier, the specific decoder for CL, and
the discriminator.

The Sentiment Classifier for ABSA ABSA is gen-
erally formalized as a classification task with a given
input sentence X and a specified aspect term A.1 In
our approach, we firstly feed the task-free hidden vec-
tors (i.e., h̃1, h̃2 · · · h̃n) obtained from the TFE and the
representation2 of the aspect term (denoted by hCL

A )
learned from the CL task together to the ABSA encoder
(denoted as SAE), to compute the ABSA-specific hid-
den vectors by

hSA
1 · · ·hSA

n ,hSA
A = SAE(h̃1, · · · , h̃n,h

CL
A ) (5)

where hSA
i (i ∈ [1, n]) is the ABSA-specific hidden

vector for xi and hSA
A is the hidden vector for the aspect

term A. Next, we apply max pooling onto these hidden
vectors to extract ABSA-specific sentence representa-
tion with the complementary aspect term information
(i.e., hSA

X ,A), through

hSA
X ,A = MaxPooling({hSA

1 , · · · ,hSA
n ,hSA

A }) (6)

Then, we concatenate (⊕) hSA
X ,A with h̃X to compute

hSA for final prediction by

hSA = h̃X ⊕ hSA
X ,A (7)

and
oSA = softmax

(
WSA · hSA + bSA

)
(8)

where WSA and bSA are the trainable matrix and bias
vector, respectively; each dimension of oSA represents
the predicted probability of a particular sentiment po-
larity ySA given X and A. Normally, the loss for the
sentiment classifier (i.e., JSA) is computed with nega-
tive log likelihood function

JSA = − log p(ySA∗
|X ,A) (9)

where p(ySA∗ |X ,A) denotes the predicted probability
of the ground truth sentiment polarity ySA∗

for a given
aspect term.

1If a sentence has multiple aspect terms, it is paired with
each aspect term at a time to form separate instances.

2We use the hidden vector hCL
A to represent the entire as-

pect term no matter how many words it contains.

The Complementary Learning Task CL in our
approach follows the standard sequence-to-sequence
paradigm, whose object is to re-construct the input se-
quence. In CL, we firstly collect task-free hidden vec-
tors h̃1 · · · h̃n obtained from the TFE, and then feed
them into the CL encoder to obtain the CL-specific hid-
den vector, i.e., hCL

i , for each xi. Next, hCL
i are further

fed into the specific decoder fd to re-construct the input
sentence through

ŷCL
t = fd(h

CL
1 · · ·hCL

t−1, x1 · · ·xt−1) (10)

where xt−1 represents the (t-1)-th word in the re-
constructed sentence and ŷCL

t the t-th word generated
by the decoder. Finally, we apply the negative log like-
lihood loss function to the output sequence and com-
pute the loss for CL (JCL) by

JCL = −
n∑

t=1

log p(xt|xt−1 · · ·x1) (11)

where the term p(xt|xt−1 · · ·x1) denotes the predicted
probability of the ground truth word, namely, xt. In
such process, the CL encoder is able to learn more de-
tailed aspect-aware information. Therefore, we extract
the output hidden vectors of the aspect term A by

hCL
A = MaxPooling({hCL

i |xi ∈ A}) (12)

which is further used in the sentiment classifier (i.e.,
Eq. (5)) to guide the model to predict the sentiment
polarity towards to the given aspect term A in the input
sentence.

2.2. The Discriminator
Although the aforementioned CL task offers the main
sentiment classifier with explicit aspect-aware contex-
tual information, it cannot automatically adjust its ap-
propriate contribution to ABSA, which may potentially
lead the main sentiment classifier to being under- and
over-fit by such information. To tackle this problem,
we propose to add a discriminator to the TFE to control
the impact of CL on the main sentiment classifier. The
discriminator is designed to take the output of the TFE
(i.e., h̃1, h̃2 · · · h̃n) as its input and predict whether the
specific decoder for CL is able to successfully recover
particular words in the input sentence. In doing so, for
each word xi, the discriminator performs a binary clas-
sification, where the prediction is denoted by ŷD

i and
the ground truth (denoted by yD∗

i ) of xi is defined by

yD∗

i =

{
0 ŷCL

i ̸= xi

1 ŷCL
i = xi

(13)

with ŷCL
i referring to the i-th recovered word in the in-

put sentence. Therefore, for each word xi in X , the
discriminator maps h̃i to a two dimensional vector oD

i

through

oD
i = softmax

(
WD · h̃i + bD

)
(14)
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Dataset Pos. # Neu. # Neg. #

LAP14 Train 994 464 870
Test 341 169 128

REST14 Train 2,164 637 807
Test 728 196 182

REST15 Train 907 36 254
Test 326 34 207

REST16 Train 1,229 69 437
Test 469 30 114

MAMS
Train 3,380 5,042 2,764
Dev 403 604 325
Test 400 607 329

Table 1: The number of aspect terms with “positive”
(Pos.), “neutral” (Neu.), and “negative” (Neg.) senti-
ment polarities in the train/test sets of all five datasets.

where WD and bD denote the trainable matrix and bias
vector, respectively. Herein, the values at the first and
second dimension of oD

i are the probabilities of clas-
sifying xi to be class 0 and 1 (defined by Eq. (13)),
respectively. Afterwards, we compute the loss of the
discriminator (i.e., JD) by

JD = −
n∑

i=1

log p(yD∗

i |X ) (15)

Finally, we use this loss to control the effect of CL by
JD × JCL. Therefore, the object of our approach with
CL to minimize the total loss J is defined by

J = JSA + JD × JCL (16)

where JSA, JCL and JD are losses from sentiment clas-
sifier, specific decoder for CL, and discriminator, re-
spectively.
Through this process, the effect of CL is dynamically
controlled by the discriminator, which is further ex-
plained as follows. On the one hand, when the spe-
cific decoder for CL successfully recovers xi and the
discriminator predicts that the decoder is able to do so
(i.e., yD∗

i = 1 and ŷD
i = 1) (which means the TFE in

the main sentiment classifier has already have a good
modeling to the words and their contexts), both JD and
JCL are relatively small. Therefore, the loss from the
specific decoder for CL should be reduced and allevi-
ate the influence of CL to the main sentiment classifier.
On the other hand, when the specific decoder for CL
makes incorrect predictions and the discriminator pre-
dicts that the decoder cannot recover the corresponding
words (i.e., yD∗

i = 0 and ŷD
i = 0) (which means the

decoder cannot identify an aspect term and its context
correctly), JD is relatively small even though JCL is
rather large. As a result, the discriminator controls and
adjusts the effect of the CL task on the main sentiment
classifier and prevents it from being dominated by the
CL task. In the rest cases where ŷD

i ̸= yD∗

i (which

Hyper-parameters Values

Learning Rate 5e− 6,1e− 5, 3e− 5, 5e− 5
Warmup Rate 0.06, 0.1
Dropout Rate 0.1
Batch Size 4,8

Table 2: The hyper-parameters used in tuning our mod-
els and the best one used in our final experiments are
highlighted in boldface.

means it is difficult to model the aspect term and its
context correctly), JD is relatively large. Therefore, re-
gardless of how large JCL is, the discriminator further
enhances JCL and thus forces the entire model (includ-
ing the main sentiment classifier) to learn more aspect-
aware information from CL.

3. Experimental Settings
3.1. Datasets
We use five English benchmark datasets for ABSA, i.e.,
LAP14 and REST14 (Pontiki et al., 2014), REST15
(Pontiki et al., 2015), REST16 (Pontiki et al., 2016),
and MAMS3 (Jiang et al., 2019). Particularly, LAP14
contains laptop computer reviews, REST14, REST15,
REST16, and MAMS is collected from online reviews
of restaurants. For LAP14, REST14, and REST16,
we follow previous studies (Chen et al., 2017; He et
al., 2018a; Chen et al., 2020a) to remove the aspect
terms with “conflict” sentiment polarity4 and the sen-
tences without an aspect term. For all datasets, we use
their official train/dev/test splits5 and report the statis-
tics (i.e., the numbers of aspect terms with “positive”,
“negative”, and “neutral” sentiment polarities) of the
five datasets in Table 1.

3.2. Implementation
For the TFE in our approach, we use BERT-large6 (De-
vlin et al., 2019), which achieves state-of-the-art per-
formance in many NLP tasks (Ohashi et al., 2020;
Tian et al., 2020b; Tabassum et al., 2020; Nie et al.,
2020; Mass et al., 2020; Tian et al., 2020a; Herzig
and Berant, 2021; Qin et al., 2021c; Barnes et al.,
2021) with the default setting (i.e., 24 layers of multi-
head self-attention with 1024-dimensional hidden vec-
tors). For the ABSA-specific encoder, as well as the
encoder and decoder for CL, we try two popular archi-
tectures, namely, BiLSTM and Transformer, with ran-
domly initialized parameters. Following previous stud-
ies (Tang et al., 2016a; Chen et al., 2017; Zhang et al.,

3We use the ATSA part of MAMS obtained from https:
//github.com/siat-nlp/MAMS-for-ABSA.

4“Conflict” is a sentiment polarity used to identify the as-
pect terms that have contradictory sentiment polarities in the
same sentence in LAP14, REST14/16.

5It is worth noting that LAP14, REST14, REST115, and
REST16 do not have their official development sets.

6We obtain the BERT models from https://github.
com/huggingface/pytorch-pretrained-BERT.

https://github.com/siat-nlp/MAMS-for-ABSA
https://github.com/siat-nlp/MAMS-for-ABSA
https://github.com/huggingface/pytorch-pretrained-BERT
https://github.com/huggingface/pytorch-pretrained-BERT
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LAP14 REST14 REST15 REST16 MAMS

ACC F1 ACC F1 ACC F1 ACC F1 ACC F1

BiLSTM 78.99 74.47 83.57 74.40 79.18 68.32 75.38 72.89 80.21 79.27

+ CL 82.92 76.15 85.14 80.90 86.39 72.32 91.33 78.17 83.90 83.44
+ CL-D 81.67 78.14 87.14 81.02 86.33 72.38 93.14 80.33 84.13 83.49

Transformer 78.34 75.32 85.26 77.26 84.10 69.01 90.58 73.42 81.55 81.94

+ CL 77.59 77.39 86.25 79.94 81.72 69.04 93.14 81.80 82.71 82.28
+ CL-D 83.23 80.42 88.30 83.07 87.31 74.48 93.30 81.96 83.98 83.54

Table 3: Experimental results (accuracy and F1 scores) of baselines and our approaches with different settings on
five benchmark datasets. “+ CL-D” refers to our approach with both complementary learning and the discriminator.

2019a; Tang et al., 2020; Chen et al., 2020a; Tian et
al., 2021b), we evaluate all models via accuracy and
macro-averaged F1 scores over all sentiment polarities.
It is worth noting that for all datasets without official
development sets, we randomly pick 10% of the train-
ing set serving as the development set so as to find the
best hyper-parameters (which are illustrated in Table
2), which are then applied to our models when learning
on the entire training set.

4. Results and Analyses
4.1. Overall Results
In the experiments, we run baselines and our mod-
els with BERT-large TFE, CL, and the discriminator,
where either BiLSTM or Transformer is used as the
ABSA-specific encoder and the CL decoder. We report
the experimental results on the test set of all datasets
in Table 3. There are two observations. First, al-
though the BERT-large baselines have already achieved
outstanding performance, our approach with CL (i.e.,
“+CL”) can still consistently outperform the baselines
on all datasets. This observation confirms that, com-
pared with the baselines that use the combined sentence
and aspect term as the input, our approach to learn-
ing aspect information through CL is able to better un-
derstand aspect terms and their contexts thus achieve
higher ABSA performance. Second, further improve-
ment is observed when our model is enhanced by the
discriminator (i.e., “+CL-D”), which confirms that the
discriminator is able to appropriately balance the im-
pact of sentence recovery and ABSA so that prevent
the main sentiment classifier from being dominated by
the auxiliary CL task.

4.2. Comparison with Previous Studies
To further demonstrate the effectiveness of our ap-
proach, we compare our best performing model (i.e.,
BERT-large TFE with Transformer ABSA encoder,
CL, and the discriminator) with previous studies on all
datasets. The results are reported in Table 4. Overall,
it is observed that our approach outperforms previous
studies on all datasets with respect to F1 scores and
achieves state-of-the-art performance on four of them.
Particularly, it is promising that our approach that does

not rely on extra input outperforms previous studies
(marked by “⋆”) (He et al., 2018a; Sun et al., 2019;
Zhang et al., 2019a; Huang and Carley, 2019; Wang
et al., 2020; Tang et al., 2020; Zhang and Qian, 2020;
Meng et al., 2020) that leverage dependency informa-
tion to model the the aspect term with its context, which
further confirms the effectiveness of the proposed CL
as an informative context understanding process.

4.3. Effect of Complementary Learning
In general, a good comprehension of the given aspect
term and its surrounding context is highly important
for ABSA. However, it is sometimes challenging for
a model to appropriately understand the aspect term
and its context, especially in cases where a sentence
has multiple aspects with different sentiment polari-
ties, where the same sentential context shared by differ-
ent aspect terms may introduce noise when the model
tries to predict the sentiment polarity towards a partic-
ular aspect term. To explore whether our approach is
able to successfully deal with such challenge, we ex-
tract sentences having at least two aspect terms from
the test sets of all datasets. We then evaluate baselines
and our best performing model (i.e., BERT-large TFE
with Transformer ABSA encoder, CL, and the discrim-
inator) on the extracted subsets and report the accuracy
and F1 scores of different models in Table 5. It is ob-
served that our model outperforms all baselines, which
further confirms the effectiveness of our model in mod-
eling the aspect terms and their context.

4.4. Effect of the Discriminator
Since the main sentiment classifier and the CL task
share the same TFE, it is possible that the main sen-
timent classifier is overwhelmed by the auxiliary CL
task. Therefore, we investigate how the discriminator
controls the balance of CL to the classifier. To ex-
plore whether the discriminator functionalizes as ex-
pected, we extract the intermediate models (check-
points) obtained after the first training stage from our
best performing models with and without the discrim-
inator (i.e., Transformer+CL-D and Transformer+CL)
and evaluate such intermediate models on ABSA and
CL tasks. We report the results in Table 6, where ac-
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Models LAP14 REST14 REST15 REST16 MAMS
ACC F1 ACC F1 ACC F1 ACC F1 ACC F1

⋆Chen et al. (2017) 74.49 71.35 80.23 70.80 - - - - - -
Ma et al. (2017) 72.10 - 78.60 - - - - - - -
Fan et al. (2018) 75.39 72.47 81.25 71.94 - - - - - -
Gu et al. (2018) 74.12 - 81.16 - - - - - - -
⋆He et al. (2018a) 72.57 69.13 80.63 71.32 81.67 66.05 64.61 67.45 - -
He et al. (2018b) 71.15 67.46 79.11 69.73 81.30 68.74 85.58 69.76 - -
Huang and Carley (2018) 70.06 - 79.20 - - - - - - -
Li et al. (2018) 76.54 71.75 80.69 71.27 - - - - - -
Chen and Qian (2019) 73.87 71.10 79.55 71.41 - - - - - -
Du et al. (2019) 76.80 73.29 81.79 73.40 - - - - - -
Hu et al. (2019) - - 84.28 74.45 78.58 54.72 - - - -
Mao et al. (2019) 75.84 72.49 82.49 72.10 - - - - - -
Song et al. (2019) 79.93 76.31 83.12 73.76 - - - - - -
Xu et al. (2019) 78.07 75.08 84.95 76.96 - - - - - -
Jiang et al. (2019) - - 85.93 - - - - - 83.39 -
⋆Sun et al. (2019) 77.19 72.99 82.30 74.02 - - 85.58 69.93 - -
⋆Zhang et al. (2019a) 75.55 71.05 81.22 72.94 79.89 61.89 88.99 67.48 - -
⋆Huang and Carley (2019) 80.10 - 83.00 - - - - - - -
Liang et al. (2019) 75.86 - 82.95 - - - - - - -
⋆Wang et al. (2020) 78.21 74.07 86.60 81.35 - - - - - -
⋆Tang et al. (2020) 79.8 75.6 86.3 80.0 84.0 71.0 91.9 79.0 - -
⋆Meng et al. (2020) 80.96 76.95 86.71 79.12 85.39 66.26 91.35 75.19 - -
⋆Zhang and Qian (2020) 74.59 71.84 81.97 73.48 81.16 64.79 88.96 70.84 - -
Xu et al. (2020) 82.86 73.78 77.64 74.23 80.82 61.59 89.51 75.92 - -
Phan and Ogunbona (2020) 80.52 77.13 86.71 80.31 - - - - - -
⋆Veyseh et al. (2020) 82.8 80.2 87.2 82.5 - - - - - -
⋆Chen et al. (2020a) 81.98 78.81 86.43 80.30 86.35 70.76 92.53 79.24 - -
Yan et al. (2021) - 76.76 - 75.56 - 73.91 - - - -

Our Best Model 83.23 80.42 88.30 83.07 87.31 74.48 93.30 81.96 83.98 83.54

Table 4: The comparison of our best model (i.e., BERT-large TFE with Transformer + CL-D) with previous studies
on all datasets. “⋆” mark the models that leverages extra dependency information;

Datasets TF TF+CL-D
Acc F1 Acc F1

LAP14 76.48 72.39 82.34 79.62

REST14 84.32 75.15 87.77 81.20

REST15 85.44 68.18 86.58 70.21

REST16 90.32 78.87 94.55 79.78

MAMS 77.27 76.38 83.86 83.40

Table 5: Experimental results of the baseline (i.e.,
Transformer (TF)) and our approach (i.e., Transformer
+ CL-D) on the subsets of test sets of five datasets,
where the subsets consist of all test sentences with mul-
tiple aspect terms.

curacy7 and BLEU-2 scores8 are used to evaluate the
model performance on the CL task. It is noted that
among different datasets, the intermediate model with

7Accuracy is measured by the percentage of words suc-
cessfully recovered by the specific decoder (i.e., ŷCL

i = xi).
8We use torchtext.data.metrics.bleu score

in the torchtext framework to compute the BLEU scores.

a discriminator works better on ABSA while performs
slightly worse on the CL task, compared to the one
without a discriminator. Given that our approach with
the discriminator outperform the one without after the
second training stage on ABSA, this observation con-
firms that the discriminator is able to control the effect
of the CL task and force the model to focus more on
the main sentiment classifier, which prevents the model
from being introduced with unnecessary knowledge for
ABSA.

4.5. Case Study
To further explore the effect of our approach, we con-
duct a case study on two example sentences, which
are illustrated in Figure 3. The first sentence (i.e.,
Figure 3(a)) has four aspect terms (i.e., (“drinks”,
“brunch”, “spot”, and “waiting”) and the second sen-
tence (i.e., Figure 3(b)) has three aspect terms (i.e.,
“decor”, “bar”, and “atmosphere”), where the positive,
negative, and neutral gold standard sentiment polari-
ties toward these aspect terms are represented by green,
red, and grey background colors in the sentence, re-
spectively. The predictions of the baseline (i.e., Trans-
former), our approach with CL (i.e., Transformer+CL),
and our full model (i.e., Transformer+CL-D) for all as-
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Figure 3: A case study of different models on two example sentences with multiple aspect terms that are highlighted
in different colored boxes. The gold standard and the predicted “positive”, “negative”, and “neutral” sentiment
polarities for different aspect terms are assigned with green, red, and grey background colors, respectively.

Datasets D. ABSA CL
Acc F1 Acc BLEU-2

LAP14 × 76.49 72.16 38.65 62.28√
81.19 78.50 36.09 47.91

REST14 × 83.21 75.61 42.18 88.61√
85.01 77.47 35.15 74.81

REST15 × 82.84 66.17 40.38 78.95√
82.84 68.31 38.78 74.62

REST16 × 89.54 74.44 51.59 74.19√
90.69 75.35 49.71 67.07

MAMS × 82.18 81.59 58.49 94.17√
83.08 83.26 47.71 81.91

Table 6: Experimental results on ABSA and the CL
task of the intermediate models obtained after the first
training stage. “

√
” and “×” refer to the models with

and without the discriminator (denoted by “D.”).

pect terms are also illustrated following the same back-
ground color scheme. It is observed that our full model
(i.e., Transformer+CL-D) correctly predicts all senti-
ment polarities whereas other models fail to do so. The
analyses are as follows.
In the first example, the sentiment of the entire sen-
tence tends to be positive. Therefore, it is possible
that the baseline is misled by the sentence-level sen-
timent polarity when it predicts the sentiment towards
“spot” and “waiting”, because it is limited for the base-
line model to appropriately distinguish the aspect terms
and their contexts from the sentential context through
concatenating the sentence and the aspect term. In
contrast, Transformer+CL is able to do so through CL
and thus identifies the difference between the sentence
level sentiment polarity and that towards “waiting”.
Yet, Transformer+CL still fails to correctly predict the
sentiment polarity towards “spot”, which might result
from the domination of CL on ABSA. When the dis-
criminator is added to CL, the impact of CL is dy-
namically controlled, which adjusts the contribution of
CL to the main sentiment classifier and hence allows
Transformer+CL-D to predict the correct sentiment po-
larities towards all aspect terms.
Similarly, the sentential sentiment of the second sen-
tence tend to be negative, which misled the baseline

model to make incorrect predictions. On the contrary,
our approach (i.e., Transformer + CL-D) can better
model the aspect terms and their context and thus is
able to distinguish the sentiment polarity towards a par-
ticular aspect term from the sentential one, and lead to
correct predictions.

5. Related Work
Contextual information in the input sentence, espe-
cially the aspect term and its contexts, is highly impor-
tant to ABSA. Many previous studies tried advanced
encoders (e.g., BiLSTM and Transformer) to better
model contextual information for ABSA (Tang et al.,
2016a; Tang et al., 2016b; Wang et al., 2016; Ma et al.,
2017; Fan et al., 2018; Li et al., 2018; Mao et al., 2019;
Xu et al., 2019; Jiang et al., 2019; Xu et al., 2020; Qin
et al., 2021b). Among these studies, most ones utilized
extra syntactic information, especially the dependency
parses, of the input sentence to further capture long-
distance or syntactic relevant contextual information to
improve ABSA (Dong et al., 2014; Chen et al., 2017;
He et al., 2018a; Huang and Carley, 2019; Sun et al.,
2019; Zhang et al., 2019a; Wang et al., 2020; Chen et
al., 2020b; Tang et al., 2020; Meng et al., 2020; Zhang
and Qian, 2020; Tian et al., 2021a), where advanced ar-
chitectures (e.g., GCN and GAT) are used to model as-
pect terms and their surrounding words. There are also
studies tried to incorporate external knowledge through
multi-task learning, where the information from the
other tasks is supposed to offer instructions for ABSA
(He et al., 2018b; Chen and Qian, 2020; Zhang et al.,
2020). In addition, some other studies tried to explic-
itly concatenate the aspect term and the original sen-
tence and considered such sentence-aspect pair as new
model input to capture contextual information at the
word- and sentence-level (Song et al., 2019; Zeng et
al., 2019; Yang and Zeng, 2020; Phan and Ogunbona,
2020; Veyseh et al., 2020; Chen et al., 2020a). Com-
pared with the approaches that directly adopt the origi-
nal sentences as input, this straightforward method has
been proved to be rather effective in promoting ABSA
performance. However, it only focuses on the morphol-
ogy level of the aspect term and lacks further under-
standing of its boundary and correspondent contextual
information. To address the issue, Liang et al. (2019)
propose a multi-task learning approach to learn the as-
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pect term information by recovering the given aspect
terms and predict the sentiment polarity at the same
time.
Compared with previous studies, especially the ones
that use multi-task learning to learn aspect term infor-
mation through one single training stage, this paper of-
fers an alternative to model aspect terms and their con-
text. Specifically, our approach not only applies a dis-
criminator to the first training stage to control the im-
pact of complementary learning, but also use the two-
stage-training strategy to force the main sentiment clas-
sifier to focus on the target ABSA task. Furthermore,
since the second training stage exactly follows the stan-
dard supervised ABSA training, our model does not re-
quire extra input features (e.g., dependency parses) and
thus is more efficient when processing large data.

6. Conclusion
In this paper, we propose an approach to enhance
ABSA through complementary learning of aspect
terms. Specifically, our approach has two training
stages, where CL is applied to the first stage and serves
as a supportive auxiliary task to enhance ABSA. CL
improves the main sentiment classifier through model-
ing the aspect term along with its context through a de-
coding process that recovers the input sentence so as
to implicitly return important contextual information
from back-propagation. Furthermore, a discriminator
is introduced to control the effect of CL on the main
sentiment classifier to prevent the ABSA learning from
being overwhelmed by the CL task. Experimental re-
sults and further analyses on five English benchmark
datasets for ABSA illustrate the validity and effective-
ness of the proposed approach, where our model out-
performs strong baselines and achieves state-of-the-art
on all datasets.
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