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number of concerns relating to the Theme 7, predi-
cating that the HPV vaccine is not effective (6 con-
cerns) while the smallest number of concerns involved
the Theme 10, claiming that the HPV vaccine is only
needed if promiscuous. Nine misinformation themes
are shared between the COVAXLIES and HPVAXLIES
taxonomies, all characterizing aspects that impact con-
fidence in their respective vaccines, while one unique
theme was identified for the HPV vaccine. While all
the other themes generally focus on the factor of confi-
dence in their respective vaccines, HPVAXLIES theme
10, that the HPV vaccine is needed only if promiscu-
ous, touches on the factor of complacency. Confidence,
along with convenience and complacency, are well
known universal factors contributing to vaccine hesi-
tancy, according to the 3C model (Macdonald, 2015).

4. Recognizing Tweets that Propagate
Misinformation

As in COVIDLIES (Hossain et al., 2020), which in-
spired our work, the recognition of tweets that evoked
any of the MisTs from VACCINELIES relies on (a) the
identification of the tweets deemed to evoke a MisT;
and (b) the recognition of the stance of the tweet author
towards the evoked MisT. This process of recognizing
tweets that evoke MisTs was detailed in (Weinzierl and
Harabagiu, 2021), presenting the challenges in using
BM25 (Beaulieu et al., 1997) and BERTScore (Zhang
et al., 2020) as retrieval models. To recognize tweets
evoking any MisT we reused the vaccine-specific tweet
indexes for COVID-19 and HPV, presented in Sec-
tion 2, and performed retrieval using each MisT as a
query. While we had identified that the BM25 model
outperformed BERTScore in retrieving truly evoking
misinformation, we recognized the value in moving be-
yond term-based retrieval systems and considering the
advantages of BERTScore.
The tweets retrieved when using BERTScore are char-
acterized by less term overlap with the textual con-
tent of the MisTs, and, thus, BERTScore emphasizes
more semantic relevancy. We relied on this observation
by combining the benefits of the retrieval model pro-
vided by BM25 scoring with the semantic relevancy
provided by BERTScore. Our tweet retrieval system
used the BM25 (Beaulieu et al., 1997) scoring func-
tion to select the top 1,000 initial candidate tweets for
each MisT, which were then re-ranked against each
MisT using a BERT-RERANK (Nogueira and Cho,
2020) system. We initialized the BERT weights to a
re-ranking model which was trained on MSMARCO
(Nguyen et al., 2016), a large-scale question answer-
ing collection, using BioBERT (Lee et al., 2019),
a biomedical domain-specific BERT (Devlin et al.,
2019) language model. This system had found suc-
cess in a recent COVID-19 question answering shared
task (Weinzierl and Harabagiu, 2020), and produced
80% MisT-evoking tweets from initial experiments on
COVID-19 vaccine MisTs, nearly doubling the 42%
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Figure 3: Distribution of (A) COVID-19 and (B) HPV
vaccine misinformation themes and concerns in the
tweets available from VACCINELIES.

MisT-evoking tweets found in prior work (Weinzierl
and Harabagiu, 2021). The final top 200 tweets for
each MisT were judged by language experts for rele-
vance. We selected the 200 best scored tweets because
(1) the same number of tweets was considered in the
most similar prior work (Hossain et al., 2020); and (2)
it was a number of tweets that did not overwhelm our
human judges.
In addition, as shown in Figure 3, the misinformation
taxonomies, outlined in Section 3, enabled us to iden-
tify the most common misinformation themes and con-
cerns across both the COVID-19 and HPV vaccines.
Figure 3 (A) illustrates the most commonly evoked
misinformation themes and concerns for the COVID-
19 vaccine, as was judged in VACCINELIES, while Fig-
ure 3 (B) illustrates the most commonly evoked misin-
formation themes and concerns for the HPV vaccine.
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Figure 4: Scenarios for transfer learning on VACCINELIES for (a) Misinformation Detection, or (b) Misinformation
Stance Identification.

COVAXLIES HPVAXLIES Total

MisTs 48 21 69
Evoke 7,152 2,230 9,382
Accept 3,720 1,365 5,085
Reject 2,194 617 2,811
No Stance 1,238 248 1,486
Tweets 12,118 2,524 14,642

Table 2: Distribution of MisTs, tweets evoking them
and their stance in VACCINELIES.

Misinformation themes most often evoked from COV-
AXLIES are the belief that the COVID-19 vaccines are
unsafe, that they cause adverse events, and that the in-
gredients of the vaccines should be a major concern.
Moreover, the primary concerns regarding the lack of
safety of the COVID-19 vaccines involves risky preg-
nancies or Bell’s palsy. Misinformation themes most
often evoked from HPVAXLIES are the belief that the
HPV vaccines cause adverse events, that they are not
effective, and that the vaccines are unsafe. Moreover,
the primary concerns regarding the adverse events of
the HPV vaccines involves loss of vision, myalgic en-
cephalomyelitis/chronic fatigue syndrome (ME/CFS),
and mental retardation.

5. Annotation of Stance towards
Misinformation

Researchers from the Human Language Technology
Research Institute (HLTRI) at the University of Texas
at Dallas judged (a) whether a tweet evokes any of
the MisTs from VACCINELIES; and (b) the stance
of the tweet author towards the MisT. 14,642 tweets
were judged, with 9,382 tweets evoking one or more
MisTs from VACCINELIES. They were organized in
[tweet, MisT] pairs, annotated with a stance value that
could be Accept, Reject or No Stance. The retrieval

of tweets produced 84% of tweets evoking Mists to-
wards COVID-19 vaccines, and 88% of tweets evoking
MisTs towards the HPV vaccine, which is a significant
improvement from the prior best of 42% (Weinzierl and
Harabagiu, 2021). Statistics for the number of tweets
evoking a MisT, as well as of the stance their authors
have towards the MisT, are provided in Table 2. To
evaluate the quality of judgements, we randomly se-
lected a subset of 1,000 tweets (along with the MisT
against which they have been judged a stance value),
which have been judged by at least two different lan-
guage experts. Inter-judge agreement was computed
using the Cohen Kappa score, yielding a score of 0.63
for the stance of tweets for COVID-19 vaccine MisTs
and 0.67 for the stance of tweets for the HPV vaccine
MisTs, which indicates moderate agreement between
annotators (0.60-0.79) (McHugh, 2012).
To enable the usage of VACCINELIES in supervised
learning frameworks targeting misinformation detec-
tion on Twitter, we provide: (a) a training collection;
(b) a development collection; and (c) a test collection.
The VACCINELIES training collection, which consists
of 10,637 [tweet, MisT] pairs (8,777 for COVAXLIES
and 1,860 for HPVAXLIES), was utilized to train our
MisT-evoking detection and stance identification sys-
tems, described in Section 6. The VACCINELIES de-
velopment collection, which consists of 1,109 [tweet,
MisT] pairs (920 for COVAXLIES and 189 for HP-
VAXLIES), was used to select model hyperparameters,
such as threshold values. The VACCINELIES test col-
lection, which consists of 2,896 [tweet, MisT] pairs
(2,421 for COVAXLIES and 475 for HPVAXLIES), was
used to evaluate the detection of tweets which evoke
MisTs along with stance identification approaches, en-
abling us to report the results in Section 7.
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6. Transfer Learning for Recognizing
Misinformation and Stance

The goal of transfer learning is to build a learner from
one domain by transferring information from a related
domain, and VACCINELIES provides two vaccine mis-
information domains, namely COVAXLIES and HP-
VAXLIES. As it can be expensive and time-consuming
to acquire and annotate sufficient examples of vaccine-
specific misinformation for a new vaccine, it is of great
interest to natural language processing researchers and
public health practitioners alike to best utilize existing
vaccine misinformation collections.
Transfer learning has found success over a wide vari-
ety of tasks and modalities (Weiss et al., 2016), there-
fore we examine four different learning scenarios, il-
lustrated in Figure 4, characterized by the training data
that is available for learning (a) COVID-19 vaccine
misinformation detection and (b) COVID-19 vaccine
misinformation stance identification when:
(Scenario 1) training on COVAXLIES;
(Scenario 2) training on HPVAXLIES;
(Scenario 3) training on the entire VACCINELIES; or
(Scenario 4) pre-training on HPVAXLIES and fine-
tuning on COVAXLIES.
Scenario 1 represents the Classical non-transfer learn-
ing approach of training and evaluating on the same
domain. Scenario 2 utilizes Zero-Shot learning to rely
solely on a different domain during training by train-
ing on the HPV vaccine misinformation collection.
This scenario provides significant value to public health
practitioners, as it represents the most rapid approach
possible when there is interest in the detection of mis-
information for a new vaccine, as it requires zero ex-
amples of tweets evoking misinformation targeting the
new vaccine. Scenario 3 performs Joint multi-domain
training on both COVID-19 and HPV vaccine misin-
formation, and represents the benefit of including addi-
tional vaccines in the VACCINELIES collection. Sce-
nario 4 is similar to how pre-trained language mod-
els, like BERT (Devlin et al., 2019), are pre-trained on
one domain, such as online English text, and then fine-
tuned on a different domain. We Pre-Train our model
on HPV vaccine misinformation and then Fine-Tune
the pre-trained model on COVID-19 vaccine misinfor-
mation. This scenario highlights the value of discover-
ing misinformation targeting a new vaccine when mis-
information targeting a different vaccine is available,
thus avoiding learning from scratch. All four scenarios
also apply for HPV vaccine misinformation detection
and stance identification.
Misinformation detection involves determining
whether a tweet evokes a specific MisT, given a [tweet,
MisT] pair. We cast misinformation detection as a
binary classification problem, and therefore we design
a neural architecture to perform binary classifica-
tion. Misinformation stance identification involves
identifying which stance value the author of a tweet
holds towards a specific MisT, given a [tweet, MisT]

pair. We cast misinformation stance identification as a
three-way classification problem between stance val-
ues of “Accept”, “Reject”, and “No Stance”. For both
tasks, we utilize COVID-Twitter-BERT-v2 (Müller
et al., 2020), a pre-trained domain-specific language
model which started with neural weights equal to those
of BERT (Devlin et al., 2019) but was additionally
pre-trained on the masked language modeling task for
97 million COVID-19 tweets. Joint Word-Piece Tok-
enization is performed for both a MisT mj and a tweet
ti, which produces a single sequence of word-piece
tokens for both the misinformation target and the tweet
separated by a special [SEP ] token. The beginning
[CLS] token and end [SEP ] token are placed at the
beginning and end of the joint sequence respectively.
COVID-Twitter-BERT-v2 produces contextualized
embeddings for each word-piece token, and we select
the first contextualized embedding to represent the
entire joint sequence, representing the initial [CLS]
token embedding. This embedding is provided to
a fully-connected layer with a softmax activation
function, which outputs a task-dependent probability
distribution. The vaccine misinformation detection
model, which we call the BERT Vaccine Misinfor-
mation Evocation Detector (BERT-VMED), outputs a
probability distribution over P (Evoke|ti,mj), where
Evoke can take the value of “True” or “False”. The
vaccine misinformation stance identification model,
which we call the BERT Vaccine Misinformation
Stance Identifier (BERT-VMSI), outputs a probability
distribution over P (Stance|ti,mj), where Stance
can take the value of “Accept”, “Reject”, and “No
Stance”. Misinformation is detected for BERT-VMED
when the probability is larger than a predefined
threshold T , and stance is identified based for BERT-
VMSI by the maximum stance value probability. In
our experiments, the value of the threshold T was
determined by maximizing the F1 score of each model
on the development collection. Both BERT-VMED
and BERT-VMSI are trained end-to-end using the
cross-entropy loss function minimized with ADAM
(Kingma and Ba, 2014), a variant of gradient descent.

Testing Scenario F1 P R

COVAXLIES Classical 90.7 84.6 97.7
Zero-Shot 73.5 58.1 100.0
Joint 91.2 87.3 95.5
Pre-Train 91.7 87.7 96.1

HPVAXLIES Classical 93.6 88.3 99.5
Zero-Shot 92.9 86.7 100.0
Joint 93.8 89.1 99.0
Pre-Train 94.5 90.6 98.8

Table 3: Vaccine misinformation detection results for
the BERT Vaccine Misinformation Evocation Detector
(BERT-VMED) utilizing vaccine transfer learning sce-
narios.
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Testing Scenario Macro Accept Reject
F1 P R F1 P R F1 P R

COVAXLIES Classical 83.4 81.6 85.5 85.9 81.5 90.8 80.9 81.8 80.1
Zero-Shot 72.5 84.1 64.2 79.0 85.4 73.5 65.9 82.9 54.8
Joint 83.3 82.8 84.1 85.2 81.9 88.8 81.4 83.6 79.4
Pre-Train 83.6 85.7 81.5 86.8 88.7 85.0 80.3 82.7 78.1

HPVAXLIES Classical 79.6 79.9 79.4 83.1 82.2 84.0 76.2 77.7 74.8
Zero-Shot 74.6 71.8 79.7 79.2 68.4 93.9 70.0 75.3 65.4
Joint 80.5 80.5 80.6 85.9 83.8 88.2 75.0 77.2 72.9
Pre-Train 84.0 85.1 83.2 88.1 86.4 89.7 80.0 83.7 76.6

Table 4: Vaccine misinformation stance identification results for the BERT Vaccine Misinformation Stance Iden-
tifier (BERT-VMSI) utilizing several vaccine transfer learning scenarios.

7. Experimental Results
7.1. Misinformation Detection
Table 3 lists the experimental results we obtained for
misinformation detection, where bolded numbers are
the best results obtained. We show in Table 3 the
training scenarios and the testing collections used for
BERT-VMED. To evaluate the quality of vaccine trans-
fer learning on misinformation identification on the
test collections from COVAXLIES and HPVAXLIES
we used the Precision (P), Recall (R), and F1 metrics
when detecting whether a tweet evoked a MisT for each
[tweet, MisT] pair in the test collection. Evaluation of
the four vaccine transfer learning scenarios discussed
in Section 6 was performed using BERT-VMED across
two different evaluations, the COVAXLIES test collec-
tion and the HPVAXLIES test collection. The Classical
scenario involves training BERT-VMED on the same
domain as it was evaluated, and provides a baseline
comparison when no cross-vaccine transfer learning is
utilized, achieving F1 scores of 90.7 on COVAXLIES
and 93.6 on HPVAXLIES. The Zero-Shot scenario in-
volves training BERT-VMED on a different domain
than the evaluation, and demonstrates zero-shot vac-
cine transfer learning, achieving F1 scores of 73.5 on
COVAXLIES and 92.9 on HPVAXLIES. This zero-shot
approach performs worse than the baseline, but still
achieves competitive performance with zero vaccine-
specific training data, indicating that this approach
could provide significant value as new or less-studied
vaccines are discussed on social media. Joint train-
ing of BERT-VMED on both vaccine domains demon-
strates the value of training on multi-vaccine collec-
tions, achieving F1 scores of 91.2 on COVAXLIES
and 93.8 on HPVAXLIES. The Pre-Train scenario of
BERT-VMED was pre-trained on one domain and fine-
tuned on a different domain, enabling quick adaptation
of the BERT-VMED model to new vaccines, achieving
the best F1 scores of 91.7 on COVAXLIES and 94.5 on
HPVAXLIES.

7.2. Misinformation Stance Identification
Table 4 lists the experimental results we obtained when
recognizing the stance of tweet authors towards the

evoked MisT. We show in Table 4 the training scenar-
ios and the testing collections used for BERT-VMSI.
The bolded numbers represent the best results we ob-
tained. To evaluate the quality of vaccine transfer
learning on misinformation stance identification on the
test collections from COVAXLIES and HPVAXLIES
we used the Precision (P), Recall (R), and F1 met-
rics for identifying the Accept and Reject values of
stance. We also compute a Macro averaged Preci-
sion, Recall, and F1 score. Evaluation of the four
vaccine transfer learning scenarios discussed in Sec-
tion 6 was performed using BERT-VMSI across two
different evaluations, the COVAXLIES test collection
and the HPVAXLIES test collection. We see simi-
lar transfer learning results for misinformation stance
identification when compared to misinformation detec-
tion. Training BERT-VMSI on a different domain than
the evaluation continues to perform worse than train-
ing BERT-VMSI on the same domain as it was eval-
uated, but this zero-shot approach still produces com-
petitive results, achieving Macro F1 scores of 72.5 on
COVAXLIES and 74.6 on HPVAXLIES. Jointly train-
ing BERT-VMSI only results in performance improve-
ments for HPVAXLIES over training BERT-VMSI on
the same domain, while pre-training BERT-VMSI on
one domain and fine-tuning on a different domain con-
tinues to perform best, achieving Macro F1 scores of
83.6 on COVAXLIES and 84.0 on HPVAXLIES.

8. Conclusion
We have described the annotation effort that made
possible the creation of the VACCINELIES dataset,
which consists of tweets propagating misinformation
about two types of vaccines, namely the COVID-
19 and the HPV vaccines. Misinformation targeting
these vaccines was represented as Misinformation Tar-
gets (MisTs), which were discovered by two differ-
ent methods. Moreover, the MisTs were organized in
vaccine-specific taxonomies, revealing the misinforma-
tion themes and concerns. A large set of tweets evok-
ing any of the MisTs were identified and are provided
as part of VACCINELIES, along with annotations of the
stance of the tweet authors towards the evoked MisT.
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Because VACCINELIES provides misinformation tar-
geting two different vaccines, we also presented several
scenarios of transfer learning, highlighting the advan-
tages of having a resource such as VACCINELIES for
the case when misinformation about yet another new
vaccine shall be needed to be discovered.
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