
Proceedings of the 13th Conference on Language Resources and Evaluation (LREC 2022), pages 6590–6596
Marseille, 20-25 June 2022

© European Language Resources Association (ELRA), licensed under CC-BY-NC-4.0

6590

Quality Control for Crowdsourced Bilingual Dictionary
in Low-Resource Languages

Hiroki Chida, Yohei Murakami, Mondheera Pituxcoosuvarn
Ritsumeikan University

1–1–1 Noji-Higashi, Kusatsu, Shiga, 525–8577 Japan
is0363xp@ed.ritsumei.ac.jp, yohei@fc.ritsumei.ac.jp, mondheera@fc.ritsumei.ac.jp

Abstract
In conventional bilingual dictionary creation by using crowdsourcing, the main method is to ask multiple workers to translate
the same words or sentences and take a majority vote. However, when this method is applied to the creation of bilingual
dictionaries for low-resource languages with few speakers, many low-quality workers are expected to participate in the majority
voting, which makes it difficult to maintain the quality of the evaluation by the majority voting. Therefore, we apply an effective
aggregation method using a hyper question, which is a set of single questions, for quality control. Furthermore, to select high-
quality workers, we design a task-allocation method based on the reliability of workers which is evaluated by their work results.
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1. Introduction
Recently, crowdsourcing is becoming mainstream to
create language resources including bilingual dictio-
naries. Crowdsourcing is a scheme for requesting work
from a large and open group of people via the in-
ternet, and it can be used to order a large number
of works that require human labor. Crowdsourcing
is especially used to request relatively difficult tasks
for computers, but not so difficult for humans. How-
ever, in crowdsourcing, where the tasks are executed
by an unspecified number of workers the abilities of
whom vary, it is difficult to guarantee the quality of
the execution results. Especially in the case of bilin-
gual dictionaries creation between low-resource lan-
guages (Murakami, 2019), the number of people who
can speak multiple low-resource languages is limited,
and the average ability of workers is low. This results
in the method of assigning the same task to multiple
workers and using majority voting has a high possi-
bility of obtaining wrong answers, and quality control
cannot be performed well.
Therefore, we aim to improve quality in an environ-
ment with a small number of highly reliable workers
by using an answer aggregation method on hyper ques-
tions (multiple tasks considered together as one task).
Since workers with high ability tend to agree on the
answers to hyper questions, the method increases the
possibility that workers with high ability will be in the
majority. To this end, we address the following two
problems.

Selecting highly reliable evaluators
In the answer aggregation method on hyper ques-
tions, it is assumed that a small number of high-
quality workers are involved. Therefore, it is nec-
essary to select highly reliable evaluators from a
crowd.

Reducing the number of tasks

Even if a worker is able to correctly evaluate
whether a bilingual text is correct or not, in the
case of wrong bilingual texts, the worker may
have to redo the translation, which increases the
number of tasks.

For these problems, we dynamically evaluate the reli-
ability of workers based on their work results, and se-
lected workers who were estimated to be highly skilled.
Specifically, we set a parameter ‘Reliability’ for each
worker and increased or decreased the reliability based
on the task results. In addition, we adjust the probabil-
ity of task assignment based on the reliability of each
worker.

2. Related Work
2.1. Language Resource Creation using

Crowdsourcing
The mainstream method of creating language resources
is to ask experts to do so, and this is known to be costly.
However, the use of crowdsourcing has made it pos-
sible to create language resources at a relatively low
cost, and a variety of research on language resources
has been conducted. For example, a method for cre-
ating bilingual examples between English and Spanish
using Amazon Mechanical Turk 1 (AMT) has been pro-
posed (Negri and Mehdad, 2010).
In the low-resource language domain, there is an ap-
proach to create a bilingual dictionary A-C automat-
ically with bilingual dictionaries A-B and B-C as
inputs (Nasution et al., 2017). However, it is diffi-
cult to complete a bilingual dictionary with only ma-
chines, so they also combined it with crowdsourc-
ing (Nasution et al., 2021).

1Amazon Mechanical Turk (https://www.mturk.com)
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2.2. Quality Control on Crowdsourcing
One of the most important research topics in crowd-
sourcing is quality control. Since tasks are performed
by humans, it is not always possible to obtain correct
results. In addition, since tasks are requested from
an unspecified number of people, there is a possibil-
ity that workers with low ability or workers who in-
tentionally perform low-quality work (spammers) will
perform tasks. Therefore, the quality of the results can-
not be guaranteed only by the results of a single worker.
In the research of quality control, there are two main
approaches: an approach to aggregate work results for
improving the overall quality and an approach to im-
prove the quality of individual work results.
The former is mainly an approach that attempts to ob-
tain high-quality results by removing errors from the
work results. As an example, the method of assign-
ing the same task to multiple workers, and then tak-
ing a majority vote is used. However, the majority vot-
ing can lead to the correct answer when the ability of
the workers is high, while it is difficult to obtain the
correct answer when the ability of the workers is low
(less than 50% correct in the case of binary choice type
tasks) (Sheng et al., 2008). For such cases where ex-
perts are in the minority, an answer aggregation method
using hyper questions has been proposed as an effective
method (Li et al., 2017)．A hyper question is a set of
single questions, in which multiple questions are con-
sidered together as one. Since experts are more likely
to agree on the answers to multiple questions than non
experts, majority voting on hyper questions is partic-
ularly effective when there are few workers with high
ability.
The latter is an approach that attempts to improve the
results of task execution itself by designing rewards and
tasks or selecting workers before requesting workers
to perform tasks. Especially, the method of extracting
workers who are estimated to have high ability in ad-
vance and assigning tasks to the extracted workers is
expected to improve the quality of the work results, be-
cause it can eliminate low ability workers and spam-
mers before executing the task, and only workers who
are estimated to have a high ability can actually per-
form the task.

2.3. Task Assignment
In the task assignment, it is necessary to estimate the
abilities of workers in advance in order to extract work-
ers who can be expected to deliver high-quality work
results. However, it is difficult to know the abilities of
workers in advance because the abilities of workers in
crowdsourcing vary widely.
Therefore, a method of detecting workers with high
ability by using a task the correct answer of which is
known in advance (gold task) has been used. For ex-
ample, there are two methods: one is to assign gold
tasks in advance and filter workers by evaluating their
answers, and the other is to blend gold tasks into nor-

mal tasks to measure and select the ability of work-
ers (Kazai et al., 2011). When a worker is judged to
have a low ability by these methods, it is possible to
take countermeasures such as not assigning tasks to the
worker afterward, placing restrictions on some tasks,
or not using the results of the worker’s output. These
methods are considered to be the most effective ways
of estimating the abilities of workers when the aver-
age ability of workers is not high. However, if the
gold tasks are mixed in with the actual tasks, the re-
ward for answering the gold tasks, whose answers are
already known, must be paid, which reduces the cost-
effectiveness of the method. In the case of measuring
workers’ abilities in advance, it is necessary to assign
gold tasks to all workers, which simply reduces the ef-
ficiency of the workload. Furthermore, it is known that
it is very difficult and costly to generate gold tasks, so
a method to automatically generate gold tasks based on
data collected has been proposed (Oleson et al., 2011)
In this paper, we assume the bilingual dictionaries cre-
ation using crowdsourcing in low-resource languages.
Therefore, the number of workers who can speak these
languages is small, and the average ability of workers
is not high. Therefore, we aim to improve the quality
of the created bilingual dictionary by combining an an-
swer aggregation method that is effective even for such
a crowd with low average ability and a task assignment
method based on workers’ reliability calculated from
the results of each worker’s work.

3. Workflow for Bilingual Dictionary
Creation

3.1. Workflow

Considering a workflow consisting of a translation task
and multiple evaluation tasks (Figure 1), we ensure re-
dundancy by performing multiple evaluation tasks for
each bilingual creation task. In other words, the final
evaluation of the bilingual text produced by a transla-
tion task is determined by a majority vote of the re-
sults of evaluation tasks. If a ‘Correct’ bilingual text is
produced and it is evaluated as ‘Correct’, the ‘Correct’
bilingual text is obtained. If a ‘Wrong’ bilingual text is
produced and it is evaluated as ‘Wrong’, the ‘Wrong’
translation is obtained. Otherwise, the bilingual text is
not acquired. If no bilingual text is obtained, the pro-
cess is repeated from a translation task until bilingual
texts for all words are obtained.

3.2. Tasks

We assume that there are two types of tasks assigned to
workers: a translation task, which is a free input task to
create a bilingual text from a given word or sentence,
and an evaluation task, which is a binary-choice task to
evaluate whether the bilingual text created by a transla-
tion task is ‘Correct’ or ‘Wrong.’
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Figure 1: Workflow for bilingual dictionary creation

4. Answer Aggregation on Hyper
Questions

4.1. Hyper Questions
The common aggregation methods such as majority
voting often fail when the majority of workers do not
know the correct answers. To emphasize the answers
of a few high-quality workers, The aggregation meth-
ods on hyper questions are proposed (Li et al., 2017)．
A hyper question consists of a subset of original single
questions, and an answer to a hyper question is a set of
answers to the questions included in the hyper question.
A set of k original single questions is defined as a k-
hyper question

4.2. Majority Voting on Hyper Questions
As the specific answer aggregation method on Hyper
questions, we use majority voting on hyper questions
for evaluation tasks.
At first, a set of some evaluation tasks Q is created, and
k-hyper questions are constructed by combining sin-
gle evaluation tasks in Q Then taking majority voting
to each hyper question, which results in an answer to
the hyper question. The aggregated results of the hy-
per questions are decoded into answers to the single
questions. Finally, another round of majority voting is
carried out for each question. Consequently, the results

of the first round of majority voting on hyper questions
are aggregated to obtain the final answer for every sin-
gle question.
Figure 2 shows the procedure of majority voting on
hyper questions, which consists of five evaluators and
four evaluation tasks in which the evaluators determine
whether each bilingual text (Japanese - English) is‘○
（correct）’or‘ ×（wrong）’. In this example, k is
set to 3.‘○’is the correct answer for all of the eval-
uation tasks. In the first step, four 3-hyper questions
are created from the four evaluation tasks. An answer
to a hyper question is the concatenation of the answers
to the constituent single evaluation task. In the second
step, taking majority voting to each hyper question; in
this case, the answer‘ ○○○ ’is chosen for all the
hyper questions. In the third step, each of the major-
ity answers to the hyper questions votes for the single
evaluation task included in it. Finally, in the fourth step,
another round of majority voting aggregates the votes
to the single evaluation task to obtain the final answers.
Simple majority voting fails in the evaluation task for
bilingual text2, but majority voting on hyper questions
succeeds. If there are no majority answers in the second
step and some of the single evaluation tasks do not get
the answers, another round of majority voting is taken
by the evaluators who voted majority answers for the
rest of succeeded evaluation tasks．

5. Task Assignment Based on Workers’
Reliability

In this research, we aim to improve the quality and re-
duce the cost of crowdsourcing by identifying workers
who are estimated to be highly skilled based on their
work results and proactively assigning tasks to them.
For this purpose, we propose a method to dynamically
evaluate the reliability of workers based on their work
results.

5.1. Workers’ Reliability
A parameter ‘Reliability’ is set for each worker, and
the initial value is 0. Reliability is calculated based on
the results of translation tasks and evaluation tasks as
follows.

• If the bilingual text created by a translation task
is evaluated as ‘correct’ by evaluation tasks, the
reliability of the translator is increased by +1.

• If the bilingual text created by a translation task
is evaluated as ‘wrong’ by evaluation tasks, the
reliability of the translator is increased by −1.

• If a worker’s evaluation of all the created bilin-
gual texts in a given task set Q is a majority of the
final evaluation obtained from the aggregation of
the evaluation tasks, the reliability of the evaluator
is increased by +1.

• If a worker’s evaluation of all the created bilin-
gual texts in a given task set Q is a minority of the
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Figure 2: Example of majority voting on hyper questions procedure

final evaluation obtained from the aggregation of
the evaluation tasks, the reliability of the evaluator
is increased by −1.

This calculation is performed each time the evaluation
of all the created translations in one problem set Q is
completed.

5.2. Task Assignment
By using the Reliability of each worker, we proposed
two types of task assignment methods

• Assigning evaluation task using threshold

• Task assignment using weighted probabilities

For the first method, we placed restrictions on workers
to allocate evaluation tasks. For the bilingual evalua-
tion task, we consider a worker whose reliability is 1 or
higher to be a trusted worker, and only trusted workers
can perform evaluation tasks. This method is expected
to reduce the number of errors in evaluation tasks.
For the second method, the probability of task assign-
ment for both translation tasks and evaluation tasks
is adjusted based on the weight of each worker using
his/her reliability. When the total number of workers
who can perform a task is n, the weight wi of the ith
worker is calculated as in Equation (1).

wi = 1 + ri − rmin (1)

The ri shows the reliability of the ith worker, and the
rmin is the lowest reliability among all workers who
can perform the task. By calculating the weight as

in Equation (1), we can avoid that the weight of the
worker with the lowest reliability becomes 0 (the prob-
ability of being assigned the task becomes 0). As the
work progresses, the difference in the weights increases
as the difference in the reliability among the workers
becomes larger.
The probability that a task is assigned to a worker, pi,
can be calculated by using weights, as in Equation (2).

pi =
wi

w1 + w2 + w3 + · · ·+ wi + · · ·+ wn
(2)

By performing these calculations each time a task is
assigned, we can make it easier to assign a task to a
worker with high reliability (a worker who is estimated
to be highly capable) and harder to assign a task to a
worker with low reliability (a worker who is estimated
to be less capable), thereby automatically eliminating
workers who are estimated to be less capable. This can
be expected to improve accuracy and reduce costs.

6. Evaluation
6.1. Modeling
For the evaluation, we modeled crowdsourcing workers
and tasks assuming creating a bilingual dictionary for a
low-resource language.

6.1.1. Workers
The higher ability of the worker, the quality of the task
execution result is higher. In this paper, the ability of
a worker is defined as the vocabulary in multiple lan-
guages and is represented by x(0 ≤ x ≤ 1). When x
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is closer to 1, the worker recognizes more vocabulary,
and the more likely he/she is to perform the task cor-
rectly. On the other hand, when x is closer to 0, the
worker recognizes less vocabulary, and the possibility
that the task will be incorrect increases. For simplic-
ity, we assume that the quality of the task execution
result is probabilistically determined by the ability of a
worker. In this paper, we follow previous studies and
represent the ability of a worker using a beta distribu-
tion. The probability density function f(x|a, v) is rep-
resented by equation 3 (Goto et al., 2016)．

f(x|a, v)=Beta( a
min(a,1−a)v

, 1−a
min(a,1−a)v

) (3)

a ∈ (0, 1) is the normalized value of workers ’abil-
ity, and v ∈ (0, 1) is the parameter that determines the
variance of workers ’ability. When v is closer to 0,
the variance is closer to 0, and when v is closer to 1,
the variance in the beta distribution with the average a
is larger. The above model of workers was adopted by
(Goto et al., 2016).

6.1.2. Tasks
We assume that the result of a translation task is ‘Cor-
rect’ if the worker knows the translation of the given
word, and ‘Wrong’ if the worker does not know the
translation of the given word. Therefore, it is com-
pletely dependent on the ability of the worker whether
a correct bilingual text is produced or not (Figure 3).
However, since an evaluation task is a binary choice
task, if the worker knows the correct translation for a
given word, he/she will evaluate it as ‘Correct’. How-
ever, if the worker does not know the translation of the
word, he/she will randomly select one of the two values
‘Correct’ or ‘Wrong’ (Figure 4). Therefore, in an eval-
uation task, no matter how low the ability of the worker
is, it is guaranteed that the worker will make a ‘Correct’
evaluation with a probability of more than 50%.

6.2. Evaluation Method
The methods, including the proposed method, are eval-
uated in terms of the accuracy of the produced bilin-
gual texts and the work quantity required to obtain all
the bilingual texts.

1. Proposed Method (Reliable hyper)
A model that combines the answer aggregation on
Hyper questions and the task assignment based on
workers’ reliability

2. Comparison Method1 (Random hyper)
A model using the answer aggregation on Hyper
questions
All tasks are assigned randomly from the entire
workers

3. Comparison Method2 (Reliable)
A model using the task assignment based on work-
ers’ reliability
A simple majority voting is used to aggregate the
results of evaluation tasks

4. Comparison Method3 (Random)
A model that randomly assigns tasks from the en-
tire workers and uses simple majority voting to ag-
gregate the results of evaluation tasks

In order to measure the performance of each method
described above, we use the following indicators.

1. Accuracy of the produced bilingual texts
The accuracy of the produced bilingual texts by
each method is calculated as follows.

Accuracy =
Number of bilingual texts produced correctly

Total number of obtained bilingual texts
(4)

This indicator helps to compare the simple quality
of the outputs from each method.

2. Work quantity required to obtain all the bilingual
texts.
The work quantity is the total unit times of the
translation tasks and the evaluation tasks which
are executed until all the bilingual texts are ob-
tained. A unit time is calculated from the esti-
mated time taken for doing the task. Since transla-
tion tasks are more difficult than evaluation tasks,
we defined that a translation task takes 3 units and
an evaluation task takes 1 unit. The cost model
was adopted by (Nasution et al., 2021). This in-
dicator helps to compare the efficiency and cost of
each method.

In order to evaluate the indicators described above, we
conducted simulations using each method. We set the
number of workers to 20 and assumed that there are
1000 target words. The ability of each worker is de-
termined based on the model in 6.1.1, and we varied
the average of workers’ abilities between 0.2 and 0.7
with the variance 0.5. To eliminate bias due to random
numbers, we used the average of the results of 100 sim-
ulations for each method.

6.3. Results
6.3.1. Accuracy
The accuracy of the proposed method, Reliable hyper,
was the highest, followed by Reliable, Random hyper,
and Random. The difference between Reliable hyper,
which had the highest accuracy, and Reliable, the sec-
ond highest, was about 5-10%, as illustrated in Figure
5.

6.3.2. Work Quantity
The work quantity tended to be larger for Reli-
able hyper and Random hyper, which are the mod-
els using the answer aggregation on Hyper questions.
However, for Reliable hyper, the work quantity was the
smallest when the average of the workers’ ability was
0.5 or higher, as shown in Figure 6.
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Figure 3: A translation task model Figure 4: An evaluation task model

Figure 5: Accuracy Figure 6: Work quantity

6.4. Discussion
6.4.1. Accuracy
Both Reliable and Random hyper were more accurate
than Random, indicating that the task assignment based
on workers’ reliability and the answer aggregation on
hyper questions are effective. In addition, when we
compared Reliable and Random hyper, the accuracy
of Reliable was higher than that of Random, indicat-
ing that it is more effective to assign tasks to work-
ers with high ability than to improve the quality of an-
swer aggregation. Furthermore, the accuracy of Reli-
able hyper, which combines the task assignment based
on workers’ reliability and the answer aggregation on
hyper questions, was particularly high, indicating that
these methods are more effective when combined than
when used individually.

6.4.2. Work Quantity
Since the work quantity for Reliable hyper and Ran-
dom hyper, which use the answer aggregation on hyper
questions, tended to be larger, it is easy to assume that
many redos occurred. This may be because the major-
ity voting on hyper questions makes it more difficult to
aggregate the answers than in simple majority voting.

Therefore the integrations of evaluation tasks often fail.
However, when the average of workers’ ability was 0.5
or higher, the work quantity for Reliable hyper was the
smallest. This shows that if evaluation tasks can be as-
signed to high-quality workers from a crowd with more
than a certain number of high ability workers, the ma-
jority voting on hyper questions is more likely to be
successful, and redoing the task is less likely to oc-
cur. Furthermore, in Reliable hyper, translation tasks
are also assigned preferentially to the worker with the
highest reliability, so there are few wrong bilingual
texts created in the first place. Regarding the number
of reliable workers, whose abilities are more than 0.7,
there were two reliable workers when the average of
workers’ abilities was 0.4, and there were four reliable
workers when the average of workers’ abilities was 0.5,
as illustrated in Figure 7 and 8. This shows that two
reliable workers are too few because they are mostly
assigned to translation tasks and not to evaluation tasks
so that the majority voting on hyper questions does not
work well even if they execute translation tasks very
well.
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Figure 7: Distribution of workers’ abilities (a = 0.4, v =
0.5)

Figure 8: Distribution of workers’ abilities (a = 0.5, v =
0.5)

7. Conclusions
In this research, we showed that higher quality bilin-
gual texts can be obtained by combining a task assign-
ment method based on the reliability of workers, which
is dynamically evaluated by their work results, and an
answer aggregation method on hyper questions. This
is the result of improving the quality of integrating the
answers of evaluation tasks by majority voting on hy-
per questions and assigning tasks to workers estimated
to have high ability based on their reliability. In addi-
tion, we succeeded in reducing the work quantity due
to redoing by proactively assigning translation tasks to
workers who were estimated to have the high ability.
As a result, the proposed method, which combines a
task assignment method based on workers’ reliability
and an answer aggregation method on a hyper question,
succeeded in obtaining 5-10% higher accuracy than the
case when these methods are used individually, while
reducing the work quantity due to the use of majority
voting on hyper questions.
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