
Proceedings of the 13th Conference on Language Resources and Evaluation (LREC 2022), pages 6232–6239
Marseille, 20-25 June 2022

© European Language Resources Association (ELRA), licensed under CC-BY-NC-4.0

6232

Task-Driven and Experience-Based Question Answering Corpus for
In-Home Robot Application in the House3D Virtual Environment

Zhuoqun Xu1, Liubo Ouyang1, Yang Liu2

1Hunan University, 2Samsung Research Center Beijing
{zhuoqunxu, oylb}@hnu.edu.cn

yang9004.liu@samsung.com

Abstract
At present, more and more work has begun to pay attention to the long-term housekeeping robot scene. Naturally, we wonder
whether the robot can answer the questions raised by the owner according to the actual situation at home. These questions
usually do not have a clear text context, are directly related to the actual scene, and it is difficult to find the answer from the
general knowledge base (such as Wikipedia). Therefore, the experience accumulated from the task seems to be a more natural
choice. We present a corpus called TEQA (task-driven and experience-based question answering) in the long-term household
task. Based on a popular in-house virtual environment (AI2-THOR) and agent task experiences of ALFRED, we design
six types of questions along with answering including 24 question templates, 37 answer templates, and nearly 10k different
question answering pairs. Our corpus aims at investigating the ability of task experience understanding of agents for the daily
question answering scenario on the ALFRED dataset.
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1. Introduction

Question answering (QA) is a very important way to
research language communication, and it is also an im-
portant part of natural language processing (NLP) (Yih
et al., 2015; Wijmans et al., 2019) . Meanwhile, we no-
tice that the trend of introducing the grounded language
learning methodology is getting more attention (Wu et
al., 2017; Nishida et al., 2019; Castro et al., 2020). The
setting of grounded language learning is closer to the
scene where natural language occurs, better presents
the context where QA happens, and contains physical
mapping (non-language). Assuming two men talk in a
house, a default context of their dialog is the surround-
ing physical environment (their house), which is hardly
described by the pure text. Environmental settings have
emerged one after another, especially interactive envi-
ronments for natural language research. Notably, AL-
FRED (Action Learning From Realistic Environments
and Directives) (Shridhar et al., 2020), a benchmark for
learning a mapping from natural language instructions
to sequences of actions for domestic tasks.Naturally,
we wonder whether the robot can answer the questions
raised by the owner according to the actual situation at
home. These questions usually do not have a clear text
context (different from the current popular setting of
reading comprehension), are directly related to the ac-
tual scene, and it is difficult to find the answer from the
general knowledge base (such as Wikipedia). There-
fore, the experience accumulated from the task seems
to be a more natural choice.
For instance, the agent performs a task ”clean the let-
tuce” in a kitchen scene. It will go through a series
of actions: pick up, walk, turn right, put, turn on, and
finally complete the task. After the task completes,
we wonder if we can ask the agent a question ’Where

Figure 1: An example of TEQA. The agent tries to
complete the task through the sequence of actions in
the virtual environment and learns from the experience
that can be used to answer the question in the process
of the task or after the task is finished.

do you clean the lettuce?’, the agent should answer ’I
clean the lettuce in the sink.’ , as shown in figure 1.
Namely, it should have the ability to learn information
from its experience of tasks like what humans do. This
scenario of QA is rather essential for human daily con-
versations. To investigate such QA which is based on
task experience, we require an interactive environment
with rich task scenarios to a grounded QA corpus re-
lated to it.
In this paper, we propose TEQA (Task-Driven and
Experience-Based Question Answering). Compared
to other work, Visual Question Answering (VQA) (An-
tol et al., 2015) describes a scenario through a static
image. While Embodied Question Answering (EQA)
(Das et al., 2018) holds QA in a virtual environment,
however, its platform lacks interaction which limits its
task in navigation and interaction with objects. Be-
sides, Interactive Question Answering (IQA) (Gordon
et al., 2018) is deficient in changes of objects. We fo-
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cus on tasks that require interaction and lead to state
changes of environment and investigate whether the
agent has the ability to understand the underlying in-
formation in task experiences via question-answering
dialog. Specifically, using ALFRED as our benchmark,
we create a QA corpus upon it, which contains 24 ques-
tion templates and 37 answer templates, and covers 352
nouns(objects) and 33 verbs (actions/tasks). The ques-
tion is divided into two classes with six types, includ-
ing shallow three types of QA, which simply requires
retrieving information to answer questions, and deep
QA, which requires the agent to understand the under-
lying logic of experience. There are nearly 10k differ-
ent questions generated.
According to ALFRED’s current environment and
tasks, we build a series of templates to generate these
question and answering instances. The core idea of our
semi-automatic QA generation is that we can benefit
from the advantage of the virtual environment. For ex-
ample, in a scene (kitchen), the task for an agent is to
wash the apple. Based on experience, the agent first
finds the apple, then picks it up, puts it in the sink,
and turns on the faucet. During such a process, we
can easily access the ground truth information from the
virtual environment of apple, including position, state,
and other objects, such as a faucet which is seen during
the task but not explicitly mentioned (in language) in
the task. Thus, after the task is over, the question ”Why
did you turn on the faucet ?” is generated based on
the corpus and context (task and sequence of actions).
The agent ought to answer ”Because I need to wash the
apple” . This will prove that the agent relates the two
actions (washing the apple and turning on the faucet),
indicating that the agent can learn the relationship be-
tween the task and experience(information) to create
the answer.

2. Related Work
QA is a common way to research the natural language
such as VQA (Peng et al., 2016; Yu et al., 2019) that
integrated vision and language. The machine obtains
information from images and videos in order to answer
questions. In essence, VQA is a static job that lacks
behavior and state changes. There is no change or
diversity in videos. Embodied Question Answering
(Das et al., 2018) and Embodied AI (Smith and Gasser,
2014) are recent works that intelligence emerges in
the interaction of an agent with an environment. After
the question is posed, the agent deduces the answer
by exploring the virtual environment. Compared with
VQA, it has a more complex context and more diverse
questions. The interactive environment (Kolve et al.,
2017) has richer information that is grounded. The
agent faces a room with multiple objects that demands
navigation to explore the environment. EQA has
aroused plenty of discussion and attention, th In the
process of exploration, the agent needs to yield an
answer through language grounding, visual sensing,

and common-sense reasoning.e application of the
virtual environment which makes agents have more
space for it to improve learning ability.
Research in recent years has shown that language
is more than just a connection between symbols, it
also conveys functional meaning and includes the
transfer of words to the grounding of physical con-
cepts. It combines simple knowledge to describe more
complex concepts and can reflect logic and purpose
(Kottur et al., 2017). Therefore, grounded language
learning becomes a hot topic in NLP, in which we
encounter more and more challenges. EQA seems to
be insufficient to explore more complex issues. For
example, in ALFRED, where object interactions and
state changes will occur. Thus, the new goal is how
to make agents generate logic autonomously from
experience. The specific environment in the ALFRED
has a parallel interactive text world environment
(Shridhar et al., 2020). This environment allows the
agent to solve specific tasks by reasoning and learning
high-level strategies in an abstract space. As a result,
through a large number of expert demonstrations,
ALFRED allows agents to learn how to complete
household tasks. Combining language understand-
ing, computer vision (CV), reinforcement learning,
and navigation, it aims to transform language into
interaction and action sequences (language-driven
agents). Because its environment is a high simulation
of the real world, which can also become a research
platform for grounded language learning. In this direc-
tion, we hope to provide a schema to solve some issues.

3. Task-Driven and Experience-Based
Question Answering

We propose the task-driven and experience-based ques-
tion answering corpus based on the ALFRED bench-
mark. There are some premises before we discuss
TEQA. Firstly, the virtual environment for us to build
Q&A is interactive and fully observable, so semantics
and information can be easily obtained. Secondly, the
agent has been trained and has a certain ability to com-
plete tasks. Finally, humans can complete tasks in a
similar environment and utilize the experience to com-
plete these latent questions. On this premise, we con-
sider that TEQA is effective and meaningful.

3.1. Virtual Environment
We use AI2-THOR (A Near Photo-Realistic Inter-
actable Framework for Embodied AI Agents) (Kolve
et al., 2017), which is a controllable, well-designed
simulation to the real-world in-house scenario. It con-
tains lots of items and allows the agent to interact with
these items to change the state of objects. For ex-
ample, the apple can be sliced, and the potato can be
cooked. Moreover, it also covers the various style of
the home environment, including 120 different houses
along with instances in a different style (e.g., different
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sharp, textual cups in different locations). This sup-
ports our opinion that, in such a scenario, the agent
cannot handle the question and answer with a static
knowledge base. It has to dynamically adapt to the
environment, which will constantly change. In other
words, it has to learn to answer the QA with current
experience and information summarized from previous
experience. Meanwhile, the virtual environment usu-
ally provides an interface that contains all information
of objects in the current environment. We can use it to
generate legal QA.

3.2. Experience
For the agent, there are tasks (daily goals) in each spe-
cific scene, and it performs a series of actions to com-
plete the goal. In the process, the agent obtains object
information through vision and infers the relation be-
tween them. This can be seen as a process of acquiring
knowledge. And we call these contents experience and
use a six-tuple to describe the agent’s experience. T
is the set of all tasks. T ∈ T is one of the tasks. The
sequence of actions generated in the task is A = { a
| a ∈ A } , and A ⊆ A, A is the action space. Obj
is the set of interacting objects in the behavior. Obj ×
A → S stands for the position changes of the objects
after the interaction. Obj × A → C stands for the
property changes of the objects. The result of the task
is R. When the agent task is successfully completed,
R(T ,A) = 1, otherwise R = 0 or −1. The experience
E obtained by the agent in the process of completing
the task is

E = { T ,A, Obj ,S, C,R(T ,A) }

The agent learns the experience when the task is suc-
cessful, ensuring that it can learn the correct associa-
tions. Agents continuously acquire knowledge and un-
derstand the relations between them. Agents can use
this experience to answer questions about causality and
relevant connection. The agent possessing this kind of
experience is similar to logic, which is closer to human
thinking.

3.3. Consideration of Question Answering
In ALFRED, objects, scenes, and actions are fully ob-
servable. We can directly obtain all the data at each
moment in the process from its interfaces, such as the
position coordinates, state of the objects, the tasks con-
tents, and agent behaviors. Consequently, the distance
between objects can be calculated by coordinates. With
the action of the task, the environment produces many
data changes (position coordinate changes), and the
agent can obtain the information of the objects through
vision. Subsequently, the agent retrieves information
and saves them as memory. Thereupon, we designed a
QA corpus based on these, as shown in Figure 2. In-
spired by Terry Winograd’s (Winograd, 1974) and pre-
vious work (Peng et al., 2016; Gordon et al., 2018), we
consider that the logical QA is not owing to statistics

and probability. It should be based on facts and real-
ity as the expression of the agent’s internal logic, what
reflects the agent’s semantic understanding and cogni-
tion, and the process of transforming data into natu-
ral language. So we design specific templates and vo-
cabulary sets for the QA corpus. Moreover, we set up
multiple types of questions that are suitable for a vari-
ety of common family scenes. As a result, the known
information and corpus are used to generate answers.
Through the agent’s answer to understand whether the
agent has logic and dynamic perception. The con-
tents of the questions emphasize the interactive pro-
cess. Questions are not limited to the surface (visual),
including behavior, logic, right and wrong, meaning,
purpose, the location of objects that are not in the field
of current vision (seen at a certain time), and the re-
lationship. For example, ”do you need a knife to cut
potatoes?” ”What else can be used besides the knife?”
”What objects are in the refrigerator?” ”what can I do
with the knife?” ”And where can I put it?” The agent
can answer better by gaining experience from the inter-
action.
Question Template.

• (Surface state) Ask the state of an object: ’What
is the state of object ? Where is the object ?’

• (Causality) Ask the logical relationship: ’Why did
you verb the object ? Why is the object adjective
/preposition the object ?’

• (Detailed process) Understand the detailed behav-
ior process: ’How do you verb the object ? What
should you do for the task ?’

Corresponding Answer Template.

• The object is adjective .The object is preposition
the object . There is an object preposition the ob-
ject.

• Because the object is preposition the object . Be-
cause I verb . Because the object needs toverb.

• I verb the object . Then, I verb the object . Then,
I verb the object . (recyclable)

When the agent cannot answer, there are some answer-
ing example sentences. ”Sorry, I can’t answer this
question.” ”I will continue to learn how to reply to you.”
”I believe I will do better next time.” ”There is some-
thing in your question that I don’t understand.”

3.4. Grounded QA Corpus
The corpus is dynamic and expandable. We compile
elementary sentence patterns as templates so that QA
sentences can be automatically generated. The tem-
plate is constructed manually (setting the prescribed
format and annotations) to ensure the correctness and
representatives of the corpus and has a strong correla-
tion with related tasks and objects.
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Figure 2: Main workflow of TEQA. A trained agent is required to complete a daily task in a virtual environment,
which can learn experiences from action sequences. (1) The agent completes the goal through a series of behaviors.
(2) With the generation of changes in the actions(attributes and positions of objects), the agent collects object
information through vision. (3) QA is based on the content of the task, the objects in the current environment, and
the action sequences of the agent. (4) The words in the dataset are filled in the template to generate a question,
similarly, we can create massive questions. (5) The robot yields the answer in the same way.

Premise. The agent must have certain prior and back-
ground knowledge. In other words, it is necessary to
set up some logical operation inside the agent, pre-
set a knowledge base containing common sense (deriv-
ing answers), models for semantic understanding (tasks
and questions) and visual processing (extracting fea-
tures), as well as modules for data processing and in-
formation retrieved. Moreover, the agent is trained in
advance (by expert demonstration), it can understand
the task and produce actions for the goal. And these
works have already yielded initial results in ALFRED.
Construction sequence: planning, collecting corpus,
inputting data and words, labeling, building templates,
setting restrictions. This is not only a specific work but
also a methodological proposal. We will continue to
update and maintain the corpus.
Vocabulary Dataset. It is constructed manually and
combined with existing word corpus and synonyms,
which can satisfy most scenes of the household task.
The noun dataset contains tools and foods in the en-

vironment and daily lives, such as apple, pot, bowl,
table, etc. The verb dataset includes actions in AL-
FRED and common housework, such as put, pick up,
open, etc. The adjective dataset includes descriptive
words for the states of objects and environment, such
as cooked, moveable, dirty, break, etc. The preposition
vocabulary dataset includes commonly used: on, in, at,
from, under, below, near, etc.
Question Types. The goal of ALFRED is to develop
a domestic robot assistant. In this scene, we need to
treat the agent as a real human and ask it some com-
mon questions to understand its logic. Based on the
above three question types, we continue to subdivide
the content. We consider the possible actions and po-
tential logic, design multiple templates for each ques-
tion, and set a corresponding answer template for each
question. question classification (the specific question
is a variant of the following classification):

• The information of the object after the task (what)
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Figure 3: Corpus uses context information to gener-
ate grounded QA. The key information matching vo-
cabularies are filled into the template to ask questions.
And the agent uses its information and experience to
answer the questions in the same way.

• The detailed process of completing the task (how)

• Relation between objects (what)

• The source and purpose of the object (what)

• Reasons for changes in the state of objects (why)

• The meaning of some actions (why)

Consider the possible actions and potential logic, de-
sign multiple templates for each question, and set cor-
responding answer templates as well.
Implementation. The corpus is designed in view of a
rapid application for TEQA in a (virtual) home envi-
ronment, which must be combined with the task com-
pletion model. The agent retrieves information while
performing or completing tasks, hence it can conduct
QA training. The agent conducts experiments in the
order of semantic understanding (task) → actions (col-
lecting information and learning knowledge in the be-
havior) → asking questions → logical derivation →
answering questions.
Analysis. The process of using the corpus is shown
in Figure 3. During the process or after the behavior
occurs, according to the content of the task and envi-
ronment, extract the nouns and add them to the ques-
tion template to generate the question. We can choose
any question type to ask the agent, due to the detailed
information of the task being known in the behavior,
the question generation method is fully feasible. As for
the agent, it extracts characteristic information through
vision and saves part of the information. After analyz-
ing the semantics of the question, the agent retrieves
the real-time data from its ”memory”. After a logical
derivation process, it matches words in the vocabulary
set and selects a template to produce the answer.
For specific tasks, there are fixed answers (manually
set), which can be used as test sets for TEQA. Com-
paring the similarity and relevance between the agent’s
answer and the right answer can quantify the judgment

Figure 4: Example of question. The form and mean-
ing of the question can be changed to understand dif-
ferent contents and logic about the agent in a specific
scene.

Figure 5: The answer must correspond to the question
and be able to visualize the logical process of the agent.

of the TEQA result (score). In this way, we can achieve
similar semi-supervised learning (reinforcement learn-
ing or self-supervised learning), or use TEQA as a
benchmark for testing and exploring the internal logic
of the agent. From the above, in a closed environment
(daily scene), the agent is passable to utilize the corpus
to complete automatic QA. Therefore, in TEQA, there
may not necessarily be direct human participation and
supervision. TEQA semanticizes and visualizes the
”thinking” process of the machine that converts data
into the natural language in the agent’s self-question
and self-answer. In the grounded language learning and
process of studying the cognitive logic of the agent, this
is an indispensable and meaningful part of the evalua-
tion standard and reference.
Instance. It happens in the kitchen, and the agent is
washing dishes to complete a task. And when you need
to use a tool to slice the tomato, you ask the agent
”What tool do you need to slice the tomato?” (cer-
tainly, replacing words in the template can generate dif-
ferent questions, as shown in Figure 4. The question
can also be ”How do you cut potato?” ” Why is the
knife in the fridge?” ”Why did the position of the pot
change?” ”Can you finish the task with a spoon?”).
Regarding this question, the agent has seen a knife on
the kitchen table, and it used to use a knife to slice
something. The agent tries to associate the butter knife
with the task of ’slice’ through experience. We hope
that the agent will answer you ”The knife is on the ta-
ble” after retrieving the information like Figure 5. It
may also generate these answers: ”The butter knife is in
the sink.” ”The knife is on the shelf.” Of course, the sub-
ject may not be a knife (”The cup is on the counter”).
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Instance Question Answering

Q : ”How do you wash towel ?”
A : ”I put the towel in the sink.

Then, I turn on the faucet.”
Q : ”Why do you put the pen in the drawer ?”
A : ”The desktop needs to clean.”
Q : ”Why do you turn on the microwave ?”
A : ”The bread needs to heat.”
Q : ”What tools do you need to cut tomato ?”
A : ”A knife.”
Q : ”What is in the refrigerator ?”
A : ”There is lettuce in the refrigerator.

There is bread in the refrigerator
There is an egg in the refrigerator.”

Q : ” Where does the shirt come from ? ”
A : ” I take the shirt from the cabinet. ”

Table 1: Some instances of question answering. ’Q’
is to ask the agent, ’A’ is the answer of the agent.

This QA detects whether the agent can learn knowl-
edge in the environment and actions. The following
cites some TEQA in Table 1. After the interaction and
behavior, we set up a series of questions that contain
six types. Through the agent’s answer, we can know
its action process and logic rather than just the result.
This will help improve the agent’s task success rate,
language understanding, and learning ability.

3.5. Statistics
The ALFRED dataset contains 25743 language instruc-
tions, corresponding to 8055 expert demonstrations, a
total of 2685 task parameters. In 120 different indoor
scenes: 30 kitchens, 30 bathrooms, 30 bedrooms, and
30 living rooms. It is worth noting that there are about
two hundred object types in the virtual environment
with more than two thousand different styles (one ob-
ject class may have multiple styles). In particular, there
are unique object classes (58 types) and receptacle ob-
ject classes (26 types).In AI2-THOR framework, the
agent can generate 13 actions (5 navigation operations:
move ahead, rotate right, rotate right, look up and look
down, and 7 interactive operations: pick, place, open,
close, toggle on, toggle off, and slice). Tasks are di-
vided into 7 types. Moreover, the target success rate
is about 8% that has a comparatively large room for
improvement. In a scene, the detailed information in-
cluded in the dataset contains all objects in the virtual
environment and their positions and states (Pickupable,
Sliceable, Receptacle, etc.). At each frame, we can ob-
tain the event metadata, including the position of the
agent and each step of its actions. So in the experi-
ment, we collected all types of objects in the virtual
environment, although they may have many different
appearances, as shown in Table 2. In other words, the
content of the corpus will fully generalize the content
of the ALFRED dataset. In addition, when we con-

Statistics of Corpus Description
question template 24
answer template 37
noun(object) 352
verb (action) 33
adjective (state) 46
preposition (location) 17
example sentence 582
generation of different questions 9336

Table 2: Corpus for TEQA. Multiple permutations
and grounded setting enrich the generation of ques-
tions.

Question Type Content Amount

surface state color and quantity 3
information position and distance 4

visual analysis the state change of object 2
causality reason of change or action 4

experience how to do or tool be used 6
logical derivation purpose of object or action 5

Table 3: From the shallower to the deeper. Questions
may be asked at any time, and their content is uncertain.
It relies on real-time data and has specific significance.

struct the vocabulary dataset, we add synonyms and
generalizations of the objects to enhance the descrip-
tion of daily scenes. We have increased the types of
verbs to reflect the actions of the agent in more detail to
satisfy the demands of the household tasks. Adjectives
(color and shape) are content that is not in the ALFRED
dataset, which helps the agent to analyze and learn the
attributes of the objects through visual analysis. We
have marked the commonly used prepositions and pre-
fer that the agent use prepositions to describe the spa-
tial relationship between objects. In order to reduce
the bias of the corpus, we have referred to open-source
datasets of related scenes. Consequently, through the
real-world mapping and virtual 3D environment refer-
ence, it is guaranteed that the corpus can cover daily
life scenes. This also ensures that our corpus can com-
plete the goal of TEQA.
Since the QA is dynamically generated, the corpus is
easy to expand. Owing to the arrangement of various
words that can produce enough questions, the corpus is
not limited by the information scale of the virtual envi-
ronment. Question templates covering various aspects
are given in Table 3. In particular, more templates will
easily create extremely more problems.

4. Discussion and Conclusion
We believe that the learning ability of the agent is the
key factor to improve the task success rate. Therefore,
we introduce TEQA to research the comprehension of
agents. By the feedback of the agent, we comprehend
the steps of its actions (not just the results) to further
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improve its internal algorithms. For a natural language
text, changing one of the words may make the meaning
completely different from the previous one. Semantic
comprehension should not only consider the connec-
tion between symbols but also the agent learns logic
similar to humans. Thus, we consider that the agent
should not acquire results from its surmise. As a result,
we use grounded information to force the agent to un-
derstand knowledge(rather than guess). On this basis,
we propose a corpus to accomplish the TEQA. The way
of grounded language learning is more similar to the
human language environment that presets the context
of the conversation. The richness and authenticity of
grounded information cannot be described by data and
text. The finite objects have infinite random arrange-
ments, and there are many possibilities for agent behav-
ior. The virtual 3D environment is closer to the scene of
daily life, the agent in which is like a baby, constantly
exploring and learning. And TEQA is like its test pa-
pers and examinations. Within the scope of a problem
domain and natural language rules, our QA corpus has
sufficient feasibility and high efficiency, which will be
beneficial to research on domestic robots and grounded
language learning.
In fact, using the corpus can complete automatic task-
driven and experience-based question answering to the
agent. But there are also some shortcomings. TEQA
can only be limited to family tasks, besides, the objects
and behaviors are finite. Besides, the detail of learn-
ing knowledge from experience needs to be further ex-
plored. In the future, we will perfect our ALFRED
task completion model and implement the TEQA cor-
pus on it for exploring superior performance, and we
will continue to optimize and improve the QA corpus,
such as more sentence templates, richer nouns, and de-
scriptive words, adding more adjectives (depicting the
characteristics of objects), more types of QA, multi-
ple languages and scenes, more detailed corpus tags,
larger scale, and more accurate evaluation indicators.
Certainly, we could make two agents with different ex-
periences ask questions to each other, which may pro-
duce more interesting results. Within the context of the
information boundary, the semantic understanding and
logical derivation of the agent will become an impor-
tant direction of NLP, which is the basis for the agent
to have intelligence. No matter TEQA, grounded lan-
guage learning, or ALFRED, it is a complex problem
that requires combining multiple fields. Our work can
help these, but it is not enough.
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