






Figure 3: Utagawa Hiroshige (1797-1858), ‘Hara’原 (Hara) from the print series ‘The Fifty-three Stations of the
Tōkaidō Road: Station Fourteen’ 東海道十四五十三次 (Tōkaidō 14 gojūsan tsugi), ca. 1847-52, multicolour
woodblock print, 22.2 x 34.9cm, The Metropolitan Museum of Art, New York (OA). Inscriptions: Box 1 in the
image: 東海道 十四 Tōkaidō jūyon (Tōkaidō Station Fourteen). Box 2: 東海道 十四 Mera 渡辺 Watanabe
(censor seals). Box 3: 五十三次 gojūsan tsugi (The Fifty-three Stations). Box 4: 原 Hara (Hara). Box 5: 広重画
Hiroshige ga (designed by Hiroshige).

raphy (what is depicted and how) on a larger scale than
studying individual images. In this context, computa-
tional methods offer a potential to advance art historical
inquiry.

Data Access
The access to the data was facilitated by the database
hosted at the Art Research Centre (ARC) at Rit-
sumeikan University, one of the leading Digital Hu-
manities hubs in Japan and a collaborative partner of
this project project.2 The ARC digital databases of
Japanese printed culture hosts 678,429 prints kept at 28
institutions in Japan and abroad. Our study investigated
20,408 digitised prints featuring natural environments,
issued in the nineteenth century, which corresponds to
the final stage of the development of ukiyo-e prints, di-
rectly before and after the beginning of the modern era
in 1868. From the 20,408 digitised prints which arose
from our search based on the keywords meisho (famous
place) and meisho-e (image of a famous place), we ran-
domly selected 200 samples to annotate. An art histo-
rian, an expert in Japanese early modern history, anno-
tated 200 randomly selected images. The second an-
notator, and expert on Japanese history and language

2http://www.arc.ritsumei.ac.jp/en/
index.html

annotated 20 prints to estimate the task difficulty by
measuring inter-annotator agreement. The annotation
process was guided by two major principles. First, all
places that were possible to be pinned on a map (e.g.
names of cities, temples, shrines, bridges) were an-
notated as GPE. Second, places that were less-easily
pinned on a map (e.g. roads, mountain ranges) were
annotated as LOC.

3.1. Annotation Process
The annotators worked not on the original inscriptions
in the prints but their transcriptions provided as meta-
data in the database. The database metadata provided
not only transcriptions of the inscriptions in the prints
but also recorded other textual information printed on
the images that is commonly not considered as a part of
the image inscriptions. Therefore, these texts are usu-
ally not featured in databases and are not researched
by art historians. As these inscriptions provide impor-
tant geographical information, we included them in our
analysis, but we note that the analysis of print inscrip-
tions is not without challenges. The issue of the ambi-
guity of artworks titles, in general, has been recently
explored in relation to the computational analysis of
Western art (Jain and Krestel, 2019). They noted that it
is not uncommon that the artwork titles differ and are

http://www.arc.ritsumei.ac.jp/en/index.html
http://www.arc.ritsumei.ac.jp/en/index.html
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purely descriptive and only secondarily added to the
artefacts by museum curators and art collectors, which
makes computational analysis challenging. It is possi-
ble to see the same situation in relation to ukiyo-e im-
ages and this issue is linked to different factors includ-
ing insufficient linguistic abilities to read pre-modern
cursive inscriptions on prints, discrepancies between
different collections and database records etc. Impor-
tantly, in contrast to earlier ukiyo-e prints, landscape
prints more than often feature title inscriptions on the
image, usually included in colorful cartouches. These
inscriptions usually provide the titles of the print se-
ries to which the images belong and the titles of indi-
vidual images, either featured in separate cartouches or
not. Besides this, the prints may feature other types
of textual inscriptions e.g. names of places depicted in
the images, poetry as well as other texts and symbols
informing about the producers of the image: its de-
signer, publisher, sometimes other printing technicians
involved, and censorship seals. Our current analysis
did not include the print production information but fo-
cused on the content of the prints, namely place-names
featured in titles and other inscriptions. We plan to
add more layers of textual information in the future and
expand the depth and breadth of our research. There-
fore, as mentioned earlier, the annotators worked on
the transcriptions of image content-related inscriptions
provided as metadata by the ARC database.
The annotators were asked to identify and label two
types of place-names. The label GPE was assigned
to names of places, both human-made such as temples
(e.g., Fushimi Inari Shrine in Kyoto) and natural for-
mations such as lakes (e.g., Lake Biwa), that is possi-
ble to geolocate precisely on a map. For example, GPE
was assigned to the mentioned names of cities, temples,
lakes, etc. The label LOC was given to the names of
those places that are not possible to pin on a map with
the same precision, such as mountain ranges, rivers,
roads, etc. Besides standard place-names, such as ‘Ky-
oto’, the annotators were asked to identify a wide range
of non-standardised place-names that are not included
in The Gazetteer of Japan developed by the Govern-
ment of Japan and hosted by the Geospatial Informa-
tion Authority of Japan 3 but have cultural significance
rooted in visual and textual culture of Japan. As the
Gazetteer of Japan, which includes 3,900 geograph-
ical names, follows the resolution of the United Na-
tions Conference on the Standardization of Geographi-
cal Names, non-standard place-names are not included.
For example, the alternative names for Kyoto (京都),
such as Kyō (京), Miyako (都), or Kyō no Miyako (京
の都) or Keishi (京師) rooted in in pre-modern culture,
are not included in the Gazetteer but can appear in the
print inscriptions.
The annotators, during the annotation process, referred
to a wide range of sources relevant to Japanese vi-

3https://www.gsi.go.jp/ENGLISH/pape_
e300284.html

sual and textual culture including textual dictionaries as
well as prints themselves in order to validate their iden-
tifications in relation to the content of the print (what is
being represented in them). The exact guidelines that
were given to the annotators are provided in the Ap-
pendix.

3.2. Inter-annotator Agreement
Two annotators were used to measure inter-annotator
agreement for the task. The first annotator was an art
historian and an expert in the pre-modern visual cul-
ture of Japan. The second annotator was an expert in
Japanese history and language. The annotators were
asked to identify place-names included in the titles of
20 randomly selected prints. We registered a micro-
averaged Cohen’s kappa equal to 42.97% for LOC and
78.63% for GPE. When we do not discriminate be-
tween LOC and GPE per entity (i.e., all entities are
assumed to be of the same type), we report a Cohen’s
kappa agreement of 78.80%. Hence, we observe that
merging the (LOC and GPE) types slightly increases
the inter-rater reliability.
Importantly, our inter-rater agreement study indicates
that name-entity recognition in inscriptions of Japanese
pre-modern prints is not an easy task, not even for ex-
perts. To explore this further we focus on the inscrip-
tion 伏見稲荷お山みち, which one annotator tagged
伏見稲荷 as GPE while the second tagged お山み
ち as LOC. The discrepancy is due to the specifics of
Japanese pre-modern script, which also tend to be used
in later artefacts. The inscriptions are often rendered
in pre-modern Japanese scripts, used before the stan-
dardization of the language in the late nineteenth and
twentieth century (Yamaguchi and Frellesvig, 2012).
In pre-modern Japanese, the Sino-Japanese kanji char-
acters could be used alternately depending on their pho-
netic value so the same word could be written in differ-
ent characters (Yada and Tsutomu, 2012) or they could
be written in a phonetic alphabet. Hence, in this in-
scription みち could mean ‘road/path’ but there is no
kanji character道 to make it clear. The inscription only
features phonetic alphabet, which makes the meaning
slightly ambiguous. What is more,お山みち (Oyama-
michi) is not a standard geographical place-name to be
found in contemporary sources. It is only possible to
find 稲荷お山めぐり (Inari Oyama-meguri) which
means ‘The Tour Around Inari Shrine’. It is not impos-
sible though that there was a path called Oyama-michi
around this shrine, and if this is the case the whole ti-
tle could be annotated as LOC (Fushimi Inari Oyama-
michi) or ‘The Fushimi Inari Shrine Mountain Path’.
But if we assume that we do not know whatお山みち
(Oyama-michi) means, then it is only possible to iden-
tify 伏見稲荷 or ‘The Fushimi Inari Shrine’ in Ky-
oto and as such it should be annotated as GPE.4 These

4The artefact itself is included in the Ritsumeikan
Database of ukiyo-e prints and is labelled as meisho but in
fact it is a modern picture that does not represent ukiyo-e as

https://www.gsi.go.jp/ENGLISH/pape_e300284.html
https://www.gsi.go.jp/ENGLISH/pape_e300284.html
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Avg Min Max
tags per inscription 2.33 1 11
characters per GPE tag 2.62 1 8
characters per LOC tag 2.93 2 5
cartouches per inscription 2.50 1 11
characters per inscription 19.68 5 59
word pieces per inscription 17.17 6 54
characters per token 1.52 1 5

Table 1: Ukiyo-e prints statistics: the average, mini-
mum, and maximum count of a number of dimensions,
from the tags per title, to the token length in characters.

kinds of problems are not uncommon in the process of
analysis of other inscriptions on Japanese images.

3.3. Data Exploratory Analysis
The dataset comprises of inscriptions on 200 Japanese
early modern ukiyo-e prints. This dataset included five
prints that represent different editions of the same im-
age. They slightly differ visually (color, grade of wear
etc.) but bear the same inscriptions. Our main anno-
tator had marked 469 tags in the dataset, out of which
104 tags were of type LOC and 365 of type GPE. As
shown in Table 1, each title comprises two or three tags
on average, not less than one and no more than eleven.
On average, GPE tags consist of 2.62 and LOC tags
of 2.93 Japanese characters. LOC tags range from two
to five characters while GPE from one to eight. The
image content-related inscriptions on prints that are in-
vestigated in this study, are often featured in square
boxes called ‘cartouches’ or are positioned directly in
the compositional space of the image (without the box)
as can be seen in Fig. 2. Each print may have from one
to eleven inscriptions while on average they have 2.5.
The image content-related inscriptions have 19.68
Sino-Japanese kanji characters on average, with min-
imum 5 and maximum 59. When tokenising to word
pieces (see Section 4.2), 5 inscriptions consist of 17 to-
kens on average, with minimum 4 and maximum 54.
The length of the titles, counting in word pieces, fol-
lows the normal distribution without a lot of outliers,
as can be seen in Figure 4 where very few inscriptions
exceed the 50 tokens. The average token length is 1.52,
with minimum equal to one and maximum equal to
five. Most of the tokens, however, have length equal
to one (Fig. 5). In specific, 67.9% of the tokens have
length equal to one while approx. 30% of the tokens
have a length equal to two or three.

an art genre. However, as it is a part of the database it was
randomly selected for our annotation and therefore we de-
cided to discuss it to illustrate the inter-annotator agreement
process. This issue exposes the problems with database meta-
data pertinent to art-historical research.

5https://huggingface.co/cl-tohoku/
bert-base-japanese

4. Empirical Analysis
This section describes empirical findings, observed by
applying Name Entity Recognition (NER) on our data.

4.1. Methods
We fine-tuned the following two pre-trained NER mod-
els: spaCy (Honnibal and Montani, 2017) and BERT
(Devlin et al., 2018).
SpaCy6 is an open-source Natural Language Process-
ing (NLP) library that is based on a Convolutional Neu-
ral Network (CNN) (Schmidhuber, 2014), pre-trained
for part-of-speech (POS) tagging and NER. The default
NER model can recognise a wide range of named enti-
ties, including place, person, and organization in mul-
tiple languages, including Japanese. In this work, we
opted for fine-tuning an existing pre-trained Japanese
NER model,7 pre-trained on text from news and media.
BERT has set the state of the art in several NLP
tasks and languages. It is a bidirectional transformer
(Vaswani et al., 2017), pre-trained on a large corpus us-
ing masked language modeling and next sentence pre-
diction. In this work, we opted for a Japanese BERT
model,8 pre-trained on Japanese Wikipedia and fine-
tuned with a token classification head on top.

4.2. Experimental Settings
The dataset comprises inscriptions printed on 200
Japanese early modern prints. We used 100 anno-
tated inscriptions for training and 100 for testing. We
used SpaCy’s tokeniser for the SpaCy model while
for BERT we tokenised the texts with a Japanese To-
keniser from Hugging Face.9. They were first to-
kenised by MeCab morphological parser with the Inter-
national Phonetic Alphabet (IPA),10 and then split into
word pieces (subwords) using the WordPiece algorithm
(Schuster and Nakajima, 2012; Song et al., 2020).
A tricky part of NER with BERT is that BERT relies on
WordPiece tokenisation rather than word tokenisation.
Therefore, we defined the labels at the WordPiece-
level. Analytically, we split the inscription into Word-
Piece tokens, and we shared each tag in all WordPiece
tokens contained in the positions of Japanese symbols.
For example, a word like ‘四条河原’, which is labeled
as ‘GPE’, it is tokenised to ‘四条’ and ‘河原’.
For BERT, we used 512 tokens per instance, 256 in-
stances per batch, and 1M training steps. The base lay-
ers were initialised with the pretrained weights of “bert-
base-japanese”.11 The token classification head of the
top had randomly initialised weights, which we trained

6https://spacy.io/
7https://spacy.io/models/ja
8https://huggingface.co/docs/

transformers/model_doc/bert
9https://huggingface.co/cl-tohoku/

bert-base-japanese
10https://taku910.github.io/mecab/
11https://huggingface.co/cl-tohoku/

bert-base-japanese

https://huggingface.co/cl-tohoku/bert-base-japanese
https://huggingface.co/cl-tohoku/bert-base-japanese
https://spacy.io/
https://spacy.io/models/ja
https://huggingface.co/docs/transformers/model_doc/bert
https://huggingface.co/docs/transformers/model_doc/bert
https://huggingface.co/cl-tohoku/bert-base-japanese
https://huggingface.co/cl-tohoku/bert-base-japanese
https://taku910.github.io/mecab/
https://huggingface.co/cl-tohoku/bert-base-japanese
https://huggingface.co/cl-tohoku/bert-base-japanese
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(a) Characters (b) Wordpiece tokens

Figure 4: The density plots of the inscription length follow a normal distribution that is slightly skewed on the
right, both when counting in characters (on the left) and when counting in wordpiece tokens (on the right).

Figure 5: Token length measured in word pieces (hor-
izontally), showing the percentage (vertically, left) and
the absolute number of tokens (vertically, right). Most
of the tokens (over 20,000) have a length of one.

for 20 epochs, together with the pretrained weights, us-
ing our dataset. The optimiser was Adam (Kingma and
Ba, 2014) with 1e-05 learning rate, and we used a max-
imum length of 60 to pad the sequences.

4.3. Experiments & Results
Table 2 presents the Precision, Recall and F1 at the
named entity level for SpaCy and BERT. The two mod-
els perform equally well in F1 for LOC but BERT
is significantly better in GPE. Although SpaCy scores
high in Precision, it lacks in Recall. BERT, on the other
hand, has a better balance between Precision and Re-
call, achieving an F1 of 74%.

Error analysis showed that the performance of the best
performing BERT model is partially explained by its
inability to assign the correct labels to the named en-
tities that it correctly identifies. In other words, it can
correctly identify named entities, but the assigned la-
bels do not seem to match those of the annotator. This
might be due to the fact that annotating Japanese ukiyo-
e print inscriptions is not an easy task, as it was shown
by the limited inter-annotator agreement (Section 3.2).
Motivated by our error analysis, which showed that
the best performing BERT model confuses the type of
place-name in the inscriptions of ukiyo-e prints, we ex-
perimented with merging GPE and LOC into a single
PLACE tag. Then, by fine-tuning BERT on the inscrip-
tions comprising these 331 PLACE labels (258 GPE
and 73 LOC tags), we registered further improvements,
reaching 78% in F1 (74% in Precision, 81% in Recall).

5. Discussion
We used the best-performing fine-tuned BERT NER
model in order to tag all the place-name entities
mentioned within image content-related inscriptions
printed on 20,408 prints that we retrieved (see Sec-
tion 3). The place-names are pinned on a map, with the
size of each pin reflecting the frequency of the place-
name.12 The most frequent place-names, which are
also shown in Table 3, are Tōkaidō, Edo, Tōto, Tokyo
and Kiso. This information, which effectively answers
the first research question of this work, is only visible
through the use of our BERT NER model and it is an
example of distant viewing ukiyo-e prints.
The landscape prints that were produced at the time,
often serialised, belonged to large prints series. These
series targeted the most popular topics, such as Edo city
or the Tōkaidō Road (incl. 50-100 images). As the
inscriptions on these images featured not only names
of individual places (e.g., the Hara Station) but also the

12The radius r of each pin for a given place-name with
frequency f is calculated as: r = 100 ∗ f1/2.
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Precision Recall F1-score
SPACY BERT SPACY BERT SPACY BERT

GPE 0.84 0.73 0.44 0.74 0.41 0.74
LOC 0.59 0.59 0.50 0.50 0.54 0.54

Table 2: Evaluation of SpaCy and Bert NER with Precision, Recall and F1-score at the named entity level, on 100
instances. In bold is the best F1-scores.

Place-name Entity Translation Frequency
東海道 Tokaido 3901
江戸 Edo 2916
東都 Toto 1609
東京 Tokyo 781
木曽 Kiso 670

Table 3: The five most frequent place-names recog-
nised by BERT within the the 20,408 titles studied.

title of the whole series, certain place-names emerged
as the statistically prevalent across the whole dataset.
The above mentioned locations, however, refer to the
most important places in Japanese pre-modern history,
namely Edo (also called Tōto or Tokyo), which was
the site of the government, and the two main roads
(Tōkaidō and Kisokaidō) that connected it with the rest
of the country, including the ancient capital of Kyoto.
Hence, the findings are not surprising from the art-
historical point of view, but they confirm the interplay
between visual arts and the politics of space in Japan.
The map shown in Fig. 6 indicates one more thing.
Landscape prints are distributed across different places
and they are not only located within these five places.
This information comes in response to the second re-
search question, but we note that close-reading should
also be employed, in order to provide a more accurate
interpretation of these macroanalytical results.

Limitations
• The BERT NER model, fine-tuned on our dataset,

can provide a means for ‘distant viewing’, as
shown in Fig. 6. However, the model does make
mistakes and noise is expected to be included in
this view (e.g., places that belong outside Japan).

• Only a single place-name tag was used by our
NER model, because GPE and LOC were merged
into a single entity type. However, a bigger dataset
could allow an analysis using a much more fine-
grained resolution.

• Our released dataset comprises only 200 in-
stances, but more annotations can lead to more
accurate models. We plan to extend this dataset
with more instances and place-name types.

6. Conclusion
This work presented a dataset of ukiyo-e landscape
prints, with place-names included in the print inscrip-

Figure 6: Map with BERT-annotated place-name enti-
ties pinned on the map. The area of each pin reflects
the frequency of the place.

tions annotated by an art historian. Our dataset is re-
leased for public use. By fine-tuning Japanese Name
Entity Recognition models, we showed that a BERT-
based model can achieve a promising performance.
We applied our best-performing NER model on a larger
dataset of unlabelled prints, providing a use-case of
how can a macroanalysis (distant viewing) of a visual
dataset be undertaken, as a step towards facilitating
the art historian with computational means and specif-
ically with Natural Language Processing. Our analysis
showed that the most frequent place-names extracted
were the most important places in Japanese pre-modern
history, confirming the interplay between visual arts
and the politics of space in Japan. Furthermore, by de-
picting all the extracted places onto a map, we got an
indication that landscape prints are distributed across
different places and they are not only located within
the most important places.
In future work, we aim to expand our dataset with more
inscriptions, as well as with entity types. Furthermore,
by integrating the dimension of time in our analysis,
we will attempt to undertake a spatiotemporal study of
ukiyo-e landscape prints and investigate the benefits of
Natural Language Processing -fuelled distant viewing.
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A. Annotation guidelines
Annotation Instructions: Please annotate the attached
dataset comprising 20 digitised images hosted by the
Ukiyo-e Portal Database of the Art Research Center
of the Ritsumeikan University, Kyoto. The goal is to
identify place-names included in the transcription of in-
scriptions in the prints featured in the selected dataset.
Please proceed as follows:

• Open the attached spreadsheet, which comprises
the dataset.

• Identify two types of place-names and use two
type of labels: GPE for places that are possible
to geolocate with precision such as such as cities,
temples, lakes etc.; and LOC for places that are
not possible to pin on a map with the same pre-
cision such as mountain ranges, rivers, roads etc.
Use the following labels for the following type of
names:

GPE:

谷 (tani) valley e.g. 黒谷

塚 (oka) mound, hill e.g. 将軍塚

原 (hara) plain, field e.g. 糺河原

社 (sha) Shintō temple e.g. 河合社

橋 (hashi) bridge e.g. 五条橋

浦 (ura) bay e.g. 二見浦

池 (ike) pond e.g. 広沢池

寺 (tera) Buddhist temple e.g. 銀閣寺

門 (mon) gate e.g. 羅生門
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LOC:

山 (yama) mountain e.g. 吉田山

川 (kawa) river e.g.みたらし川

道 (dō) road e.g. 東海道

• Please include place-names of cultural sig-
nificance and do not rely exclusively on
The Gazetteer of Japan hosted by the
Geospatial Information Authority of Japan
(https://www.gsi.go.jp/ENGLISH/
pape_e300284.html) as it only features
standardised contemporary geographical names.

• In your work you can refer to academic and mu-
seum sources on pre-modern visual and textual
culture that you are most familiar with, and visit
the Ukiyo-e Portal Database of the Art Research
Center of the Ritsumeikan University, Kyoto for
the respective images, if needed.

• Please identify entities that enable the most pre-
cise geolocation, for example the title 京都大仏
殿大鐘楼(Kyoto Daibutsuden Dai-shōrō or ‘The
Big Bell at the Great Buddha Hall in Kyoto’) is
annotated as the following place-name ‘京都大
仏殿’ (Kyoto Daibutsuden or ‘The Great Buddha
Hall in Kyoto’) and labelled as GPE.

Examples are provided with the attached spreadsheet.

https://www.gsi.go.jp/ENGLISH/pape_e300284.html
https://www.gsi.go.jp/ENGLISH/pape_e300284.html

