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Abstract
When individuals communicate with each other, they use different vocabulary, speaking speed, facial expressions, and body
language depending on the people they talk to. This paper focuses on the speaker’s age as a factor that affects the change
in communication. We collected a multimodal dialogue corpus with a wide range of speaker ages. As a dialogue task, we
focus on travel, which interests people of all ages, and we set up a task based on a tourism consultation between an operator
and a customer at a travel agency. This paper provides details of the dialogue task, the collection procedure and annotations,
and the analysis on the characteristics of the dialogues and facial expressions focusing on the age of the speakers. Results of
the analysis suggest that the adult speakers have more independent opinions, the older speakers more frequently express their
opinions frequently compared with other age groups, and the operators expressed a smile more frequently to the minor speakers.
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1. Introduction
Task-oriented dialogue systems have long been
an active area of research in dialogue sys-
tems (Bobrow et al., 1977; Zue et al., 1991;
Raux et al., 2005; Budzianowski et al., 2018). Re-
cently, deep neural networks have been successfully
applied to response generation (Wen et al., 2017;
Chen et al., 2019; Zhang et al., 2020) and dialogue
state tracking (Mrkšić et al., 2017; Zhong et al., 2018;
Chen et al., 2020). These studies mainly focus on
generating an appropriate response to users’ inputs.
When individuals communicate with others, they use
different vocabulary, speaking speed, facial expres-
sions, and body language depending on the people they
communicate with. For example, with children, speak-
ers may use simpler vocabulary and speak with more
emotion, while with elderly individuals, speakers may
speak more slowly. In contrast, current dialogue sys-
tems rarely change their speaking style or dialogue
strategy according to the user. We believe that dialogue
systems should change their dialogue strategies accord-
ing to the user to accomplish their tasks more efficiently
and increase user satisfaction.
A complex of factors such as gender, social relation-
ships, and roles significantly affect communication.
However, we focused on the speaker ’s age as a fac-
tor that dramatically affects the change in communi-
cation because speakers of various ages are relatively
easy to recruit and age is one of the most important
factors among them. We collected a multimodal dia-

Figure 1: Multimodal dialogue corpus with a wide
range of speaker ages (left: operator, right: customer).
Customers are minors (upper right), adults (middle
right), and older adults (lower right).

logue corpus with a wide range of speaker ages from
children to the elderly (see Figure 1).
As a dialogue task, we focus on travel, which inter-
ests people of all ages, and we set up a task based on
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a tourism consultation between an operator and a cus-
tomer at a travel agency. The operator was able to use
the tourist information retrieval system to obtain infor-
mation about tourist spots during the dialogue. We also
collected the system’s log, such as queries, retrieval re-
sults, and corresponding timestamps. As with the Wiz-
ard of Wikipedia dataset (Dinan et al., 2019), our data
may help construct dialogue systems that access exter-
nal resources during interactions.
Features of our corpus are following:

• Wide range of age speakers, from 7 to 72 years old

• Over 115 hours of large multimodal dialogue data
in Japanese

• Contains queries by the operator and outputs by
the system, which are associated with the dialogue

• Manually transcribed with the subset of the ISO
24617-2 dialogue acts annotated

This paper describes the details of the dialogue task, the
methods and results of the corpus collection, and the
results of the analysis of the collected corpus regarding
the dialogue phase transition and the customers’ facial
expressions to obtain effective interaction strategy ac-
cording to the user’s age for constructing dialogue sys-
tems.

2. Related Work
Several multimodal dialogue corpora between two
speakers have been collected to analyze human in-
teractions, facial expressions, emotions, and ges-
tures. The Cardiff Conversation Database (CCDb)
(Aubrey et al., 2013) contains audio-visual natural
conversation with no role (listener or speaker) and no
scenario. Some of the data were annotated with dia-
logue acts such as Backchannel and Agree, emotions
such as Surprise and Happy, and head movements such
as Head Nodding and Head Tilt. Each conversation
lasted five minutes and includes a total of 300 minutes
of dialogue, with participants ranging in age from 25
to 57 years old. The Emotional Dyadic Motion CAP-
ture (IEMOCAP) dataset (Busso et al., 2008) has been
collected for communication and gesture analysis. The
actors were wearing markers on their faces, heads, and
hands, and two types of dialogues were collected, per-
forming improvisations and scripted scenarios. The ut-
terances are annotated with emotion labels. The total
recording time is approximately 12 hours. The NoXi
corpus (Cafaro et al., 2017) contains dialogues mainly
in English, French, and German, annotated with head
movements, smiles, gazes, engagement, etc. The to-
tal recording time was approximately 25 hours, and the
age of the participants ranged from 21 to 50 years old.
In this study, we collected a total of over 115 hours of
data, which is larger than all the two-party multimodal
dialogue corpus mentioned above. The age range of

the speakers in our data is also wider than in previous
studies.
Multimodal corpora containing conversations between
multiple people have also been collected. Belfast
storytelling dataset (McKeown et al., 2015), the AMI
meeting corpus (Carletta, 2007), ICSI meeting corpus
(Janin et al., 2003), Computers in Human Interaction
Loop (CHIL) (Waibel et al., 2005) and Video Analysis
and Content Extraction (VACE) (Chen et al., 2005) are
well-known examples. The above corpus of both two-
person and multi-person dialogues mainly consists of
speakers in their 20s to 50s, however, and does not in-
clude children or older speakers.
Some monologue corpora include speakers of a
broader range of ages. The CMU Multimodal Opin-
ion Sentiment and Emotion Intensity (CMU-MOSEI)
(Zadeh et al., 2018) is one of the largest corpora, con-
taining 23,500 YouTube videos by 1,000 people, each
utterance annotated with an emotion label. In ad-
dition, several monologue corpora have been shared
in the research community, for example, the Multi-
modal Corpus of Sentiment Intensity (CMU-MOSI)
(Zadeh et al., 2016), the ICT Multi-Modal Movie
Opinion (ICT-MMMO) (Wöllmer et al., 2013), and
the Multimodal Opinion Utterances Dataset (MOUD)
(Pérez-Rosas et al., 2013). Because these datasets are
relatively large, they include minor and older speakers;
nevertheless, they are not dialogue corpora.

3. Travel Agency Task
We collected dialogues between two speakers, one
playing the role of an operator and the other playing
the role of a customer, simulating a tourist consultation
at a travel agency. The two speakers make a video call
using Zoom1, and each conversation lasts 20 minutes.
The customer conceives a travel situation before the di-
alogue (described in section 3.2) and then consults with
the operator to decide tourist spots based on the situ-
ation. The operator elicits requests from the customer
and recommends tourist spots by using information ob-
tained from the tourist information retrieval system (de-
scribed in section 3.1).

3.1. Tourist Information Retrieval System
We have developed a tourist information retrieval sys-
tem using the Rurubu data2 provided by JTB Publish-
ing Corporation. Rurubu is one of the most famous
travel guidebook series in Japan. Rurubu data contain
approximately 45,000 Japanese sightseeing spots.
A screenshot of the system is shown in Figure 2. The
operator can specify search queries on the left side of
the system screen, such as region and area, free key-
word search, genre-based search (e.g., “See – Build-
ings – Historical Sites – Historical Buildings”, “Eat –
Foreign Cuisine – French Cuisine”), and budget. The

1https://zoom.us/
2https://solution.jtbpublishing.co.jp/service/domestic/
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Figure 2: Tourist information retrieval system. The op-
erator retrieves tourist spot information from the sys-
tem and provides it to the customer.

right side of the screen shows the search results, includ-
ing descriptions, maps, images, addresses, and access
information.
To make the operator speakers use the information ob-
tained from the information retrieval system, we in-
structed them not to provide information on tourist
spots based on their memory as much as possible but
instead to use information using the system’s search re-
sults. We collected time stamped input query logs and
output data from the system during dialogues.

3.2. Dialogue Scenario
Before the dialogue, the customers specify some situa-
tions of the trip they are planning, keeping in mind their
personal relationships and the destinations they actu-
ally want to visit.
We adopted two types of dialogue scenarios with dif-
ferent types of situations. In Dialogue Scenario 1, the
customer defines a specific situation, and the speaker
then determines the destination (prefecture or region in
Japan), season (spring, summer, fall, winter), number
of people, and relationships (friends, family, etc.) as
the situation. The customer decides three destinations
they want to visit during the dialogue. In Scenario 2,
the customer describes briefly what kind of trip they
want to take, providing a short description of activities
or outings they are looking for. Examples of the situa-
tion descriptions include “I want to relax in a hot spring
resort,” or “I want to visit shrines and temples during
the day and eat local specialties at night.” During the
dialogue, the customer decides at least one destination.

4. Data Collection
4.1. Recording
We recorded dialogues from November 10, 2020, to
February 25, 2021 using Zoom’s local recording func-
tion. We collected an mp4 video file, an m4a audio

No. Screen mode Scenario type
1 Gallery view 1
2 Gallery view 1
3 Gallery view 2
4 Screen sharing 1
5 Screen sharing 1
6 Screen sharing 2

Table 1: Dialogue order, screen mode, and scenario in
the recording

file, and two m4a separate audio files for the opera-
tor and customer per interaction. The data collection
procedure has been approved by the ethics committee
for experiments on human subjects, the University of
Electro-Communications (No. 19061(2)).
The speakers interacted in two ways: by looking at
each other’s faces and by using screen sharing. In the
former setting, the speaker’s faces are displayed on the
left and right sides of the screen (gallery view), and the
speakers interact by looking at the other person’s face
(Figure 1). In this condition, only the operator speaker
can see the screen of the tourist information retrieval
system. In the latter dialogues using screen sharing,
both customer and operator speaker can see the sys-
tem screen using the screen sharing function of Zoom.
There are two reasons for having a shared screen: (1)
screen sharing has become common in recent years
in video calls and (2) the speakers can communicate
smoothly by viewing the same screen.
Each customer interacted three times through gallery
view and three times through screen-sharing for a total
of six dialogues, and Table 1 shows the order of these
dialogues. Dialogue Scenario 1 is used twice, and Dia-
logue Scenario 2 is used once for each screen setting.

4.2. Speakers
For the customers, we employed 55 people: 20 mi-
nors, 25 adults, and 10 older adults and have provided
a breakdown of customers per age in Figure 3. Minors
participated in this data collection with the consent of
their parents. As described in the previous section, each
speaker had six dialogues, so the number of dialogues
collected was 330 (55× 6).
For the operator speakers, we employed five people,
three of whom had experience working at a travel
agency (age and gender are as follows: 36/male, 41/fe-
male and 57/female), and the remaining two had ex-
perience in customer service (35/male and 27/male).
The three travel agency experienced speakers handled
78.2% of the total dialogues (258 out of 330).

4.3. Annotation
4.3.1. Dialogue Act Tags
The collected dialogues were manually transcribed and
annotated with dialogue act (DA) tags via crowdsourc-
ing, and a subset of the ISO 24617-2 annotation scheme
(the first edition) (Bunt et al., 2017) was used as the DA
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Figure 3: Age and gender distribution of customers

Inform AddressSuggest
Agreement AcceptSuggest
Disagreement DeclineSuggest
Correction Instruct
Answer AutoPositive
Confirm AutoNegative
Disconfirm AlloPositive
Question AlloNegative
SetQuestion FeedbackElicitation
PropositionalQuestion Stalling
ChoiceQuestion Pausing
CheckQuestion InitGreeting
Offer ReturnGreeting
AddressOffer InitSelfIntroduction
AcceptOffer ReturnSelfIntroduction
DeclineOffer Apology
Promise AcceptApology
Request Thanking
AddressRequest AcceptThanking
AcceptRequest InitGoodbye
DeclineRequest ReturnGoodbye
Suggest Other

Table 2: Dialogue act tags

tag set. In the ISO 24617-2 annotation scheme, tags are
classified into nine dimensions, and tags of different di-
mensions can be annotated in duplicate. To allow only
one tag to be assigned to a segment, we excluded tags
in the following dimensions: Turn Management (six
tags), Own Communication Management (three tags),
Partner Communication Management (two tags), and
Discourse Structuring (one tag). These tags can be an-
notated in duplicate for a single interval if these di-
mensions are different, and are rarely annotated inde-
pendently. Table 2 shows the 44 tags we used. The
“Other” tag in the table is not an ISO 24617-2 tag and
is mainly assigned to inaudible sections during tran-
scription. Note that our data can be compliant with
ISO 24617-2 if we additionally annotate tags in the ex-
cluded dimensions.

4.3.2. Annotation Procedure
The DA tag in ISO 24617-2 assigns tags not to entire
utterances (turns) but to the functional segments. Func-
tional segments are defined as the minimal stretches
of communicative behavior that have a communicative
function (Bunt et al., 2017).
We adopted a two-stage annotation approach: (1) seg-
menting the utterances into functional segments and (2)
assigning DA tags to the functional segments; this ap-
proach allows us to evaluate the consistency of the seg-
mentation and tagging, respectively.

4.3.3. Preliminary Experiments for Consistency
To confirm the consistency of the segmentation and tag-
ging, we conducted experiments that two annotators in-
dividually performed the annotation on randomly se-
lected dialogues.
We conducted a functional segmentation experiment
on 2,109 utterances from 10 dialogues and calculated
the perfect matching rate and partial matching rate.
The partial matching occurs when two segmentation re-
sults are perfectly matched if either one is divided into
smaller segments. For example, we have two segmen-
tation results, “AA BB / CC DD” and “AA / BB / CC
DD” (where “/” means the division separator). If we
split “AA BB” into “AA / BB” in the first segmenta-
tion, it will match the second segmentation and thus
be a partial match. Conversely, “AA / BB CC / DD”
and “AA BB / CC DD” are not a partial match because
even if only one of them is split into smaller segments,
it will not match the other. The results of the segmenta-
tion experiment showed that the perfect matching rate
was 0.833 and that the partial matching rate was 0.935,
indicating a high degree of agreement.
Two workers annotated the DA tags to 9,220 functional
segments from 10 dialogues, and the experimental re-
sults showed that Cohen’s κ was 0.632, indicating good
agreement. Note that (Bunt et al., 2017) reported the
agreement of the ISO 24617-2 tag annotations. They
only calculated the κ for each dimension, however, so
an equal comparison is difficult. For reference, the
kappa values of the dimensions corresponding to the
tags used in their paper are 0.21 to 0.58 (the lowest is
the Auto-Feedback dimension consisting of AutoPos-
itive and AutoNegative, and the highest in the Time
Management dimension consisting of Staling and Paus-
ing), which are lower than our results.
Because the above results showed that segmentation
and tagging were consistently annotated, we assigned
one person per dialogue to conduct the segmentation
and tagging for all the remaining dialogues.

4.4. Data Statistics
Table 3 shows statistics of our corpus. Although we
set the duration of each dialogue as 20 minutes, be-
cause the dialogues were not automatically terminated
by time, their duration is approximately 5% longer than
6, 600(= 330× 20) minutes.
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Dialogues 330
- Minor customers (7 to 18 years old) 120
- Adult customers (20 to 60 years old) 150
- Older customers (65 to 72 years old) 60
Duration (minutes) 6,948
Utterances (turns) 111,771
- Operator utterances 66,594
- Customer utterances 45,177
Tags (functional segments) 246,316

Table 3: Corpus statistics

An example of dialogue and annotations for the child
customer is shown in Table 4, and the older customer is
shown in Table 5. From the tables, we can confirm that
the operator’s speech style (for non-Japanese speakers:
honorific expressions are used for the older customer,
while not for the child customer), length of each turn,
and topic selection differ greatly depending on the age
of the customer.

5. Analysis of Dialogue Act Sequence
In the following sections, we analyze the verbal and
non-verbal information to see how the speaker’s be-
havior differs between age groups in travel agency task
dialogue. One of the most popular methods to visual-
ize the time structure of sequential data is the Hidden
Markov Model (HMM) (Meguro et al., 2009). For the
verbal information, we employ HMM using sequences
of DA, and discuss the difference of dialogue transition
among age groups. Additionally, we focus on facial
expressions for the analysis of non-verbal information.

5.1. Experimental Conditions
We used the 330 whole dialogues with DA tags for the
analysis of the verbal information. The experimen-
tal data contains 120 dialogues of minor customers,
150 dialogues of adult customers, and 60 dialogues of
older customers. We used the hmmlearn package3 of
Python to train the HMM. The DA tags of both speak-
ers were treated as different labels, and the labels of
“Stalling,” “Pausing,” and “Other” were excluded be-
cause these labels have little impact on the dialogue
content. The number of DA tags used for the analy-
sis was 82 (two speakers × 41 tags). By our obser-
vation, typical travel agency task dialogues consist of
three phases as below:

1) The initial phase, which includes greetings and ask-
ing requirements

2) The middle phase where an operator gives informa-
tion and a customer gives feedback

3) The final phase, which includes confirmation of the
travel plan and farewell greetings

In this study, the structure of HMM is designed to cap-
ture the transition of these phases. The initial and final

3https://hmmlearn.readthedocs.io/en/latest/

O_InitGreeting: 0.23
O_Thanking: 0.23

C_ReturnGreeting: 0.16
O_SetQuestion: 0.13

 0.76

O_Inform: 0.63
C_AutoPositive: 0.14

 0.24

 0.83

O_CheckQuestion: 0.15
O_SetQuestion: 0.15
C_AutoPositive: 0.12

O_PropositionalQuestion: 0.11

 0.11

C_Answer: 0.25
O_AutoPositive: 0.20

 0.07

 0.05

 0.48

 0.47

 0.17

 0.33

 0.49

O_Inform: 0.20
C_AutoPositive: 0.16

C_Answer: 0.13
O_AutoPositive: 0.12

 0.01

 1.00

Phase 1)

Phase 3)

Phase 2)

Figure 4: HMM for dialogue with minor customers:
The alphabet before the tag name represents speakers.
“O” is the operator, and “C” is the customer.

phases were modeled by a single state with a self-loop.
In contrast, we constructed the ergodic HMM that has
transitions from any one state to any other for the mid-
dle phase because this phase is assumed to have com-
plex transitions that are different by age group. We con-
sider that complex exchanges of the DA can be mod-
eled to some extent in the second state although all dia-
logues do not always follow the assumed three phases.
We will provide a more detailed analysis of DA transi-
tions in a future study. For training HMMs, the number
of states in the middle phase was changed from one to
five, and the definitive model was decided based on the
minimum description length. We trained the HMMs
for three customer groups: minor, adult, and older cus-
tomers; the model was a discrete HMM with an output
probability distribution of the multinomial distribution.

5.2. Experimental Results
Figures 4, 5, and 6 show the HMMs obtained by fit-
ting the DA sequences, and in the figures, the alphabet
before the tag name represents speakers. “O” is the op-
erator, and “C” is the customer. To clarify the charac-
teristics of the models, we only show the tag names of
the output probability greater than 0.10. The thickness
of the edge is proportional to the value of the transition
probability. From the figures, we find that the model is
slightly different among the age groups.
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Speaker Start End Functional Segments Dialogue act tag
Operator 02:47.80 02:56.26 んとねー、(Well,) Stalling

市場の周りとかにー、お寿司とか食べられる
お店がたくさんあるんだけどー。 (there are a
lot of places around the market where you can eat
sushi.)

Inform

Customer 02:57.01 02:57.30 はい。 (Yes.) AutoPositive
Operator 02:58.09 03:00.58 どんなお寿司が食べたいとかってある？ (What

kind of sushi do you want to eat?)
PropositionalQuestion

Customer 03:01.53 03:05.80 えっと、(Uh,) Stalling
いくら丼みたいにいくらがたっぷーりあるお寿
司屋さん。(a sushi restaurant has a lots of salmon
roe, like a bowl of salmon roe.)

Answer

Operator 03:06.34 03:08.70 あ、(Oh,) Stalling
いくらがたくさん乗ってるお寿司屋さん？ CheckQuestion
(a sushi restaurant has a rice bowl with lots of
salmon roe on it, don’t you?)

Customer 03:09.33 03:09.69 はい。 (Yes.) Answer
Operator 03:10.00 03:11.78 うん、(Okay,) AutoPositive

じゃ、それを探してみるね。(I’ll try to find one.) Inform
Customer 03:12.52 03:12.80 はい。 (Yes.) AutoPositive

Table 4: Dialogue Example (Child Customer)

Speaker Start End Functional Segments Dialogue act tag
Operator 10:19.08 10:21.41 やっぱり歩くのはつらいですかね。 (Is it hard

for you to walk?)
PropositionalQuestion

Customer 10:22.16 10:29.58 うーん、 (Yeah,) AutoPositive
やっぱり歳と共にちょっと膝もきてるのであま
り、若いころは山に登ったりするのも好きだった
けど。 (I used to love climbing mountains when I
was younger, but my knees are getting worse with
age.)

Answer

Operator 10:29.20 10:47.56 あー、(Ah,) Stalling
色々やはり (there are various) CheckQuestion
あの、 (uh,) Stalling
歌舞伎屋根の家とかやっぱあるんですけども、
いかがですかね、(types of houses with kabuki
roofs, what do you think?)

CheckQuestion

なんか (And) Stalling
ミュージアムみたいなところもあるんですけど
も、そういった古い (there is also a place like a
museum, )

Inform

あの (uh,) Stalling
家並みを展示しているみたいなんですけども。
(it seems to exhibit these old houses.)

Inform

Customer 10:33.74 10:48.87 ええ、ええ、(Yes, yes.) AutoPositive
ミュージアム、今みんな近くなんでしょ、そうい
ったの。(The museum, they’re all close by, aren’t
they? )

CheckQuestion

Operator 10:48.93 10:49.47 はい。 (Yes.) Answer
Customer 10:51.16 10:55.29 近いんならもう少し位、足を伸ばしても大丈

夫かもしれないですね。(If it’s close to there, I
might be able to go a little further.)

Inform

Table 5: Dialogue Example (Older Customer)
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C_Answer: 0.23
O_AutoPositive: 0.18
O_SetQuestion: 0.15
C_AutoPositive: 0.10

 0.97

O_AutoPositive: 0.16

 0.03

 0.63

O_AutoPositive: 0.26
O_Inform: 0.22

C_AutoPositive: 0.18

 0.15

O_Inform: 0.48
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O_Suggest: 0.12

 0.10

 0.17

 0.33

 0.40

 0.10 0.06

 0.19

 0.68

 0.07
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 0.17

 0.53

C_AutoPositive: 0.17
O_CheckQuestion: 0.13
O_AutoPositive: 0.13
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 0.01

 1.00

Phase 1)

Phase 3)

Phase 2)

Figure 5: HMM for dialogue with adult customers: The
alphabet before the tag name represents speakers. “O”
is the operator, and “C” is the customer.

In the middle phase of the dialogue with minor cus-
tomers, the structure is simple: The operator gives in-
formation and the customer responds to it with Au-
toPositive. Additionally, the operator attempts to get
a more detailed opinion from the customer by asking
CheckQuestion and PropositionalQuestion.
The model of the dialogue with adult customers is
slightly complex, but two states in the middle phase
represent a typical dialogue transition in the tar-
get task; that is, the operator gives the informa-
tion (“O Inform”), and the customer responds to it
(“C AutoPositive”). One of the features is a state with
a high output probability of the operator’s suggestion
(“O Suggest”). This result suggests that adult cus-
tomers have more independent opinions than minor
customers, and the operators provide them more con-
structive guidance.
In the model of dialogue with older customers, two
states in the middle phase have the high probability of
“O Inform” and “C AutoPositive”; it is the same with
the model for dialogue with adult customers. In con-
trast, it is characteristic that there is a state in which
the customer gives information (“C Inform”), and the
operator responds to it (“O AutoPositive”). This re-
sult indicates that the older customers tend to talk about
their motivations and wishes for the trip compared with
other age groups.
The above analysis suggests that the characteristics of
the dialogues differ depending on the age of the cus-
tomer. Therefore, a travel guidance dialogue system
should change its dialogue strategy according to the

O_InitGreeting: 0.20
C_ReturnGreeting: 0.18

O_Thanking: 0.16
O_SetQuestion: 0.11

 0.80

C_AutoPositive: 0.29
O_AutoPositive: 0.19

O_Inform: 0.10

 0.20

 0.28

C_Answer: 0.26
O_AutoPositive: 0.18

 0.24

O_Inform: 0.40
C_AutoPositive: 0.36

 0.30

O_AutoPositive: 0.30
C_Inform: 0.10

 0.17

 0.22

 0.48

 0.10

 0.20 0.18

 0.04

 0.75

 0.03

 0.15

 0.15

 0.09

 0.60

C_AutoPositive: 0.17
O_Inform: 0.16

O_AutoPositive: 0.16

 0.01

 1.00

Phase 1)

Phase 3)

Phase 2)

Figure 6: HMM for dialogue with older customers:
The alphabet before the tag name represents speakers.
“O” is the operator, and “C” is the customer.

AU Comparison Diff. p-value
AU06 Minor−Adult 0.382 < 0.001∗∗∗

Minor−Older 0.350 0.011∗

Adult−Older −0.031 1.000

AU12 Minor−Adult 0.507 < 0.001∗∗∗

Minor−Older 0.423 0.023∗

Adult−Older −0.084 1.000
∗p < 0.05，∗∗p < 0.01，∗∗∗p < 0.001

Table 6: Results of multiple comparison tests for oper-
ator’s facial expression.

user’s age to obtain high user satisfaction.

6. Analysis of Facial Expression
We next investigated the difference in the operator’s
facial expression between customers’ age groups; we
cropped regions of the operator’s face from the video
images and extracted facial action units (AUs) using
OpenFace (Baltrušaitis et al., 2016). The facial regions
were too small to extract AUs in half of the data be-
cause the dialogues were conducted while sharing the
screen, so we used 165 dialogues recorded with gallery
view for the analysis.
The AUs were obtained frame by frame, and they were
averaged over the dialogue to compare between age
groups. We conducted a one-way layout ANOVA fac-
toring the age group and performed multiple compar-
ison tests for AUs that showed significant differences.
Table 6 shows the results of multiple comparison tests
for AU06 (Cheek Riser) and AU12 (Lip Corner Puller),
which exhibited a significant difference from ANOVA.
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These AUs become high when the speaker expresses a
smile.
As shown in the table, significant differences were ob-
served between the minor group and the adult group
for AU06 and AU12. For both AUs, the values were
larger in the minor group. These results reflect that the
operator expressed a smile more frequently to the mi-
nor customer. The system should therefore adapt not
only verbal but also non-verbal dialogue behavior to
the user’s age to provide natural travel guidance.

7. Conclusion
This paper describes our multimodal dialogue corpus
with a wide range of speakers’ ages from children to
the elderly. This corpus consists of 330 dialogues of 20
minutes each, recorded using Zoom and is one of the
largest corpora of two-person dialogues. The dialogue
task is based on the consultation of tourist spots at a
travel agency between a speaker playing the role of an
operator and a customer. The dialogues were manually
transcribed, and the DAs were annotated using a subset
of the ISO 24617-2 annotation scheme.
Using the corpus, we analyzed the sequences of dia-
logue acts and the facial expressions focusing on the
age of the speakers. The experimental results indicated
that the characteristics of dialogue and facial expres-
sions differed depending on the age of the speakers. In
a future study, we will investigate the influence of the
customer’s age on the operator’s speech activity.
Currently, our corpus is only available to the re-
search organizations participating in our joint research
project, the Communicative Intelligent Systems To-
wards a Human-Machine Symbiotic Society4; how-
ever, we are working on making the corpus accessible
to the public.
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M. (2017). The NoXi database: multimodal record-
ings of mediated novice-expert interactions. In Pro-
ceedings of the 19th ACM International Conference
on Multimodal Interaction, pages 350–359.

Carletta, J. (2007). Unleashing the killer corpus: expe-
riences in creating the multi-everything AMI meet-
ing corpus. Language Resources and Evaluation,
41(2):181–190.

Chen, L., Rose, R. T., Qiao, Y., Kimbara, I., Parrill, F.,
Welji, H., Han, T. X., Tu, J., Huang, Z., Harper, M.,
et al. (2005). Vace multimodal meeting corpus. In
Proceedings of the 2005 International Workshop on
Machine Learning for Multimodal Interaction, pages
40–51.

Chen, W., Chen, J., Qin, P., Yan, X., and Wang,
W. Y. (2019). Semantically conditioned dialog re-
sponse generation via hierarchical disentangled self-
attention. In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguistics,
pages 3696–3709.

Chen, L., Lv, B., Wang, C., Zhu, S., Tan, B., and Yu,
K. (2020). Schema-guided multi-domain dialogue
state tracking with graph attention neural networks.
In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 34, pages 7521–7528.

Dinan, E., Roller, S., Shuster, K., Fan, A., Auli,
M., and Weston, J. (2019). Wizard of Wikipedia:
Knowledge-powered conversational agents. In Pro-
ceedings of the International Conference on Learn-
ing Representations.

Janin, A., Baron, D., Edwards, J., Ellis, D., Gelbart, D.,
Morgan, N., Peskin, B., Pfau, T., Shriberg, E., Stol-
cke, A., et al. (2003). The icsi meeting corpus. In
Proceedings of the 2003 IEEE International Confer-
ence on Acoustics, Speech, and Signal Processing,
volume 1, pages I–364–I–367.

McKeown, G., Curran, W., Wagner, J., Lingenfelser,
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