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Abstract
Document authoring involves a lengthy revision process, marked by individual edits that are frequently linked to comments.
Modeling the relationship between edits and comments leads to a better understanding of document evolution, potentially
benefiting applications such as content summarization, and task triaging. Prior work on understanding revisions has primarily
focused on classifying edit intents, but falling short of a deeper understanding of the nature of these edits. In this paper, we
present explore the challenge of describing an edit at two levels: identifying the edit intent, and describing the edit using
free-form text. We begin by defining a taxonomy of general edit intents and introduce a new dataset of full revision histories
of Wikipedia pages, annotated with each revision’s edit intent. Using this dataset, we train a classifier that achieves a 90%
accuracy in identifying edit intent. We use this classifier to train a distantly-supervised model that generates a high-level
description of a revision in free-form text. Our experimental results show that incorporating edit intent information aids in
generating better edit descriptions. We establish a set of baselines for the edit description task, achieving a best score of 28
ROUGE, thus demonstrating the effectiveness of our layered approach to edit understanding.

Keywords: Edit Description, Wiki Edits, Comment Generation

1. Introduction
A typical written document undergoes multiple revi-
sions before reaching a final version. When multiple
authors do these revisions, it can be difficult to track
them and understand how the document evolved. A
method to automatically identify the edit intent and the
action would be of use. Further, such a method would
support an eventual system that could automatically de-
cide which sentences to edit and how to edit them.

Revisions have been shown to provide insights into un-
derstanding the relationship between authors and doc-
ument evolution Yang et al. [2016], article trustwor-
thiness Zeng et al. [2006], neutrality or bias point-of-
view detection Recasens et al. [2013], and author par-
ticipation Halfaker et al. [2013]. Wikipedia is a large-
scale community-maintained resource that uses revi-
sions and comments to build a successful encyclope-
dic resource. When an author edits a page for an edit
or revision, she/he usually leaves a comment, which
is free-form text description of the edit that typically
characterizes it’s intent. A typical edit example from
Wikipedia is shown in figure 1. Prior work on revision-
intents primarily develop classification systems based
on edit intents Faigley and Witte [1981], Yang et al.
[2016], Daxenberger and Gurevych [2012]. However,
capturing the intent alone does not adequately charac-
terize the nature of the edit. In this paper, we address
the challenge of understanding edit-intents and its asso-
ciated comments, by identifying the edit-intention, and

Figure 1: Example of an edit in Wikipedia and its cor-
responding comment. The comment is a description of
the intent or substance of an edit, left by its author.

generating the comment that described the change.

At the first level, we classify the intent of the edit. Pre-
vious datasets of edit-intents like Daxenberger [2016]
and Yang et al. [2017] have focused primarily on
Wikipedia specific intent-categories. We begin by
defining a taxonomy of 7 edit intents based on Yang
et al. [2017] with the aim of generalizing edit intent
categories to other genres of written documents. We
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present a publicly available dataset that contains the
first 100 revisions of 147 wikipedia pages (with about
9300 datapoints in total), with its associated comment
and rich meta-data, potentially used for tasks beyond
edit understanding.

We use this dataset to train a classifier to predict the
intent of an edit operation with about 90% accuracy.
We use this classifier as distant supervision to collect
a much larger dataset (10× the original data) of revi-
sions with fuzzy intent labels. At the next level, we use
this large-scale data for training a generation model,
that attempts to describe the edit in free-form, given
the pre-edit and post-edit version of a document. We
show that these intent labels improve the quality of the
edit description, and our best model achieves a score
28 ROUGE-L score, leaving immense room for further
research in this area. To summarize,

(i) We define an edit-intent taxonomy, and present
a labeled corpus with wikipedia edits over a se-
quence of contiguous revisions, labeled with their
corresponding edit intentions.

(ii) We also present a novel edit-description task, that
aims to describe an edit in free-form text. We
show that our model that incorporates the intent
learnt from a distantly supervised model learns to
generate better edit descriptions.

2. Related Work
Revision Intent Classification : Faigley and Witte
[1981] present the first set of edit intents and pro-
pose a taxonomy for edits. At the top level, the
edits are broadly classified into either surface level
meaning-preserving changes or text-based meaning-
altering changes. Further work has attempted to unify
these changes into fine-grained categories Bronner and
Monz [2012]. Pfeil et al. [2006] focus on spelling,
grammar and markup changes across multiple lan-
guages with a limited dataset of only 500 revisions.
Jones [2008] analyze the differences in revisions of
multiple authors in collaborative writing. Daxenberger
and Gurevych [2012] study the intent of individual se-
quence changes rather than revisions that tend to have
more than one change, with the intent categories lim-
ited to syntactic changes to text. Our taxonomy and
motivation aligns closely with Yang et al. [2017].

Intent Classification for Downstream Applications
: Edit Intent classification has been studied from the
perspective of many downstream applications where
intents are defined on the basis of specific tasks in-
cluding sentence compression Yamangil and Nelken
[2008], grammatical error correction Yamangil and
Nelken [2008], extracting entailment rules Cabrio et al.
[2012], studying vandalism Chin et al. [2010], under-
standing article quality Kittur and Kraut [2008] and
studying argumentative writing Zhang et al. [2017].

Generation for Summarization : Abstractive

document summarization systems use sequence-to-
sequence models to generate abstractive summaries of
text Rush et al. [2015], Chopra et al. [2016], See et al.
[2017]. Multi-pass extractive-abstractive summariza-
tion systems first select content and then to build a sum-
mary Nallapati et al. [2016], Cohan et al. [2018], Pa-
sunuru and Bansal [2018]. Our modeling decisions for
the difference attention module also follows content se-
lection and summarization steps, but varies in the fact
that we only generate the description of an edit, com-
pared to summarization which warrants modeling more
complex interactions. To the best of our knowledge,
there is no prior work on generating the description the
edit between a pre-edit and post-edit document in free-
form text.

3. Dataset
Our edit-intent categories are adapted from Yang et al.
[2017], by collapsing similar categories and collect-
ing all Wikipedia-specific edits to one category called
Other. Although an edit might be composed of multi-
ple edit intentions, we focus only on the primary inten-
tion, to facilitate modeling simplicity. Our edit-intent
categories and description are shown in table 1.

Using this as our taxonomy, we construct a dataset of
Wikipedia revision histories based on a Wikipedia data
dump from October 20181. From this dump we ran-
domly sample 147 unique Wikipedia pages and pick
the first Nrev revisions (in this paper, we set Nrev =
100). For preprocessing, we filter out comments that
were empty and comments that mention only names
of authors, leading us to a total of about 9300 data-
points. We pick consecutive revisions so that we can
use the same dataset as a resource to study other as-
pects of document evolution. While we do not our-
selves leverage the sequential nature of revisions in this
paper, we are making the dataset freely available to the
research community at https://tinyurl.com/
editsumm. The comment field associated with each
revision is a free-form description of the edit. We use
crowdsourcing to collect intent labels for all revisions
that has atleast two tokens in the comment field.

For the crowd-sourced annotation task2, the goal of
each HIT is to assign a label to a specific pre-edit
and post-edit pair. To this end we ask Turkers to se-
lect the most appropriate class for a Wikipedia revi-
sion by presenting them with the following informa-
tion: the text that underwent change in the revision and
some surrounding context from the page, the associ-
ated comment left by the editor, Table 1 for reference
of classes and their explanations, and the link to the full
Wikipedia diff page3 for additional context.

Each sample was annotated by 3 independent annota-
tors, and samples with a majority class agreement were

1https://dumps.wikimedia.org/wikidatawiki/20181001/
2using the amazon MTurk platform
3example: https://goo.gl/6zGmUk

https://tinyurl.com/editsumm
https://tinyurl.com/editsumm
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Class Explanation

Add Supporting Evidence Adding, removing or replacing supporting evidence
(links or citations)

Fact Update Updating facts in document
(numbers, dates, etc. )

Point-of-view Change Removing bias, rewriting using neutral tone

Add New Information Adding new textual content to page, image,
info-box or table

Remove Existing Information Removing irrelevant or redundant information

Word-Smithing Rephrasing or rearranging text,
improving grammar, spelling, and punctuation

Other Wikipedia specific changes like
Wiki-formatting, and comments to other editors

Table 1: Classes of Edit Intents and their Explanations

considered a valid data sample (examples shown in ta-
ble 4). Each turker was paid $0.06 for an annotation.
Out of approximately 12000 samples for annotation,
we got a majority class for about 77 % of the samples
(in the rest of the samples, all three annotators picked
unique class labels), giving us a total of ∼ 9300 (pre-
edit, post-edit, comment, edit-intent) quadruples. This
is about twice the size of previous dataset of edit intent
dataset Yang et al. [2017]. Figure 2 shows a screenshot
of the turker interface for annotation of the intent class.

Our data had an inter-annotator agreement of α = 0.49
krippendorf’s alpha score Krippendorff [2011]. We ob-
serve that it took 30 seconds on average to complete
one annotation task. Each selected turker had a mini-
mum of 1000 HITs with atleast 95% success ratio. The
label distribution from the collected data is shown in
table 2.

Class Percentage(%)

Provide Supporting Evidence 45.9
Word-Smithing 19.0
Add New Information 23.2
Fact Update 3.7
Point-of-view Change 0.7
Remove Existing Information 4.7
Other 2.6

Table 2: Distribution of edit intents. The top 3 classes
account for 88% of overall edits. True to the nature
of wikipedia, establishing evidence for statements was
the primary reason for an edit in the document.

We additionally store a number of meta-data fields
(shown in table 3) associated with each revision. To-
gether with our annotations they comprise a rich dataset
of the sequential evolution of Wikipedia pages, capa-
ble of supporting many important modeling challenges,
such as author contribution over time, and document

evolution from the perspective of edit-intention.

Table 4 shows example data samples from the dataset 4

Field Description

Title Title of the page
Bef Rev Content of page before revision
Aft Rev Content of page after revision
Comment Author’s comment
Edit Intent Intent of the Edit (crowd-sourced)
Time Stamp Time information of revision
Author Author ID
URL URL corresponding to the revision
Mod Bef Edited block before revision
Mod Aft Edited block after revision
Minor Major/Minor revision

Table 3: Dataset fields for each revision

4. Problem Formulation
Edit Representation: An atomic edit Faruqui et al.
[2018] represents a single change in a document. In our
work, we model each edit as a set of atomic edits that
are made by author during one revision. Given a pre-
edit Ds = {wsj}Ls

j=1 and post-edit Dt = {wtj}Lt
j=1

of a document, where wsj , wtj , Ls, Lt denote word
in pre-edit, word in post-edit, number of words in pre-
edit and post-edit respectively. We extract a represen-
tation of this edit pair es (source) and et (target), based
on individual atomic edits in the sequence Ds and Dj .
For every atomic edit (insertion, deletion), we extract
a context window using a hyperparameter ws, which
represents the number of words extracted before and
after an atomic edit as context. Each input sample con-
sists of a pre-edit (source) and post-edit (target) pair
xi = (esi, eti). Both esi and eti are sequences of
words respectively: esi = {sj}ns

j=1 and eti = {tj}nt
j=1.

4The entire dataset is available in the supplementary ma-
terial



5520

Figure 2: Mturk Interface for data annotation

Pre-Edit Post-Edit Intent Class
Banda Neira, or Naira, the island with the
administrative capital and a small airfield
(as well as accomodation for visitors).

Banda Neira, or Naira, the island with the
administrative capital and a small airfield
(as well as accommodation for visitors).

Word-Smithing

At that stage B should probably have
died, but it continued to see use as late as
the 1990s on Honeywell mainframes, and
on certain [[embedded systems]], mostly
because these,poor deprived (and de-
praved) systems did not have anything
better.

B continued to see use as late as the
1990s on Honeywell mainframes, and on
certain [[embedded systems]] for a variety
of reasons, including limited hardware in
the small systems and extensive libraries,
tools, licensing cost issues and simply be-
ing good enough for the job on others.

Point-of-View
Change

Table 4: Examples from the dataset with three fields - Pre-Edit, Post-Edit and Edit-Intent.

Here sj denotes a source word and tj denotes a target
word and ns and nt are the number of words in source
and target sequences respectively.

Edit-Intent Classification: In this task we attempt to
classify the intent of a revision into one of the 7 classes
in Table 1. More formally, given n independent sam-
ples of pre- and post-edit pairs X = {x1, x2, ...xn} and
their corresponding training labels p = {p1, p2, ...pn},
we attempt to learn a classifier Fi, that maximizes the
likelihood of predicting a correct intent label. Here
pi ∈ {Ik}

Np

k=1, where Ik denotes the edit-intent label
and Np is number of edit-intent labels.

Distant Supervision: Neural language models are typ-
ically trained on large volume of data Devlin et al.
[2018], Peters et al. [2018]. We formulate generat-
ing the description of an edit as a conditional language
modeling task, where the generated tokens are condi-
tioned on the linguistic nature and intent of the edit.
Since large-scale intent annotation efforts are expen-
sive, we extract (pre-edit, post-edit, comment) triples
from Wikipedia and annotate them with a fuzzy intent
label using a distant supervision Mintz et al. [2009] ap-
proach. Formally, given small set of labeled data (X, y)
and a classifier C, the goal is to generate large scale
weakly labeled data (X̂, ŷ). We use our edit-intent

classifier Fi to generate these intent labels for X̂ .

Edit-Comment Generation: In this task, we attempt
to generate a free-form text summary of the intent of
an edit. Our training data Z = {z1, z2, ..zm} con-
sists of individual samples zi = (esi, eti, p̂i), where
esi and eti are the source and target sequences respec-
tively, and p̂i is the fuzzy intent class over the input
pair (esi, eti). Each associated edit description (author
comment), is represented as a sequence Ci = {cj}nc

j=1,
where nc represents the number of words in Ci. The
goal of the task is to build a model that is capable of
generating an output sequence Ĉ = P (cj |esi, eti, p̂i)
given the unseen input ztest, at test time.

5. Model
The model section describes the model for edit-
predicate classification and edit-comment generation.
We use a hierarchical model with multiple layers - com-
prising of an input layer, contextual embedding layer,
global difference attention layer, local attention layer,
and an output layer. The architecture of the model is
shown in figure 3.

Input Layer : In the input layer, we map words of
both the source and target to dense embeddings. Given
embedding dimension d, the input layer outputs two
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Figure 3: Overall architecture of the model that generates the edit descriptions (Inputs are displayed in gray boxes)

matrices, a representation for source S ∈ Rd×ns and
target T ∈ Rd×nt . To incorporate the fuzzy intent p̂i,
we project the intent to a dp dimensional embedding
Ep, where Ep ∈ Rdp .

Contextual Embedding Layer : We use a bidirec-
tional Long Short-Term Memory Network (BiLSTM)
encoder Hochreiter and Schmidhuber [1997] over the
sequence of word embeddings to encode both source
and target. This layer computes a source encoding
BiLSTM(S) = Hs ∈ R2d×ns and a target encod-
ing BiLSTM(T ) = Ht ∈ R2d×nt , where Hs and Ht

denote the concatenation of hidden representations of
source and target respectively and d the dimension of
hidden layer. It is worth noting that the parameters are
shared while computing Hs and Ht.

Global Difference Attention : In this layer, we find
an alignment between subphrases of source and tar-
get embeddings S and T . We use decomposable at-
tention Parikh et al. [2016] as our global difference at-
tention function. Let S = (a1, a2, ..., ala) and T =
(b1, b2, ..., blb), where each ai, bj ∈ Rd. The unnor-
malized attention weights are given by eij = F (ai, bj),
where F is a feed-forward network with ReLU activa-
tions. The attention weights are then normalized using

βj =

lb∑
j=1

exp(eij)∑lb
k=1 exp(eik)

bj

αj =

la∑
i=1

exp(eij)∑la
k=1 exp(ekj)

ai

We then find

v1,i = G([ai, βi]) ∀i ∈ [1, ..., la]

v2,j = G([bj , αj ]) ∀j ∈ [1, ..., lb]

where G is the dot-product similarity. We then find the
final aggregated representations vs =

∑la
i=1 v1,i and

vt =
∑lb

j=1 v2,j

Local Attention : In the local attention module, we
model the interactions between source and target en-

coded representations and the output directly. The local
attention module uses the attention proposed by Bah-
danau et al. [2014], where we compute a context vector
for each decoder step ui, where ui =

∑Td

i=1 αijhj , the
local attention weight is computed by

αij =
eij∑Td

k=1 eik

hi represents a hidden layer in [Hs;Ht], concatenation
of Hs and Ht.

Output Layer : The aggregated vector from all the
modules is given by Oi = [ui, vs, vj , Ep], where [, ]
denotes concatenation. To generate the comment, we
define the training problem as a conditional model,
p(yi+1|z, yc; θ). We estimate the model parameters θ
to minimize the negative log-likelihood.

NLL(θ) = −
N∑

n=1

log p(y(j)|z(j); θ),

= −
N∑

n=1

log p(y
(j)
i+1| Oi)

To generate the free-form edit summaries, we use the
Viterbi algorithm with greedy decoding to find the op-
timal y∗ = argmaxy∈Y

∑N−1
i=0 g(Oi), where g(·) indi-

cates softmax(Wg ∗Oi), where Wg ∈ Rdo×V where V
denotes the decoder vocabulary size 5.

6. Experiments
6.1. Experimental Setup
In all of our models, the word embeddings are initial-
ized using 300 dimensional GloVE vectors Pennington
et al. [2014]. We use a single TitanX(Pascal) GPU, set-
ting the batch size to 16. We optimize model parame-
ters on training, using the Adam optimizer Kingma and

5the code for training this model is available in the sup-
plementary material
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Ba [2014] with a learning rate of 0.0004. We evalu-
ate both edit-intent and action-predicate classification
on accuracy. In the case of comment generation, we
measure on ROUGE metric.

Edit-Intent Classification : We use the data described
in 3 as the basis of our experiments. We use a train-test
split of 80:20 with 10-fold cross validation.

Edit-Comment Generation : We use the same in-
put from the above dataset of about 90000 (pre-edit,
post-edit, intent, comment) quadruples with a 80:10:10
train:validation:test split. In this task, our goal is to
generate the comment sequence C. We perform our
experiments for different context window sizes.

6.2. Baselines
Since our dataset is new, we do not have any previous
state-of-the-art methods to directly compare against.
So, we resort to baseline classifiers that are suitably
defined for each of the tasks, with their correspond-
ing complexity in mind. For edit-intent classification,
our neural-network based baselines include a MLP
Classifier and the decomposable attention model pro-
posed by Parikh et al. [2016], with the final softmax
adapted to predict the intent of an edit. We also com-
pare the performances of several non-neural network
based approaches, since we anticipate that neural net-
work models are prone to overfitting in small-scale
data. Since the comment generation task does not have
a prior established baseline, we resort to doing a de-
tailed ablation-based model study. The baseline is a
sequence-to-sequence BiLSTM network without atten-
tion, similar to the baseline model for action predicate
classification.

7. Results and Discussion
Edit Intent Classification : Our edit intent classifica-
tion results are presented in Table 5 and the classwise
accuracies for teh best performing model is shown in
Table 6.

Classifier Accuracy

Random Baseline 0.14
Majority Class 0.46
KNN∗ 0.58 ± 0.32
SVM (linear)∗ 0.58 ± 0.07
Logistic Regression∗ 0.89 ± 0.14

Table 5: Edit intent classification Results, with their
corresponding 95% confidence interval estimates with
10-fold cross validation. ∗ - denotes that these classi-
fiers use BoW features

We also show class-wise precision, recall and F1 scores
for the best performing classifier (Logistic Regression)
in the test set to emphasize that the classifier was not
biased towards predicting only majority classes.

Edit Comment Generation :

Class Precision Recall F1-score

Provide Evidence 0.90 0.94 0.92
Fact Update 0.92 0.93 0.92
Point of View Change 0.80 0.55 0.65
Add New Information 0.88 0.88 0.88
Remove Information 0.88 0.79 0.83
Word-Smithing 0.85 0.81 0.83
Other 0.85 0.88 0.86

Table 6: Class-wise Precision, Recall , F1-score for Lo-
gistic Regression

Following the evaluation metrics from the summariza-
tion literature, all our models are evaluated using the
ROUGE metric. We report ROUGE-1, ROUGE-2 and
ROUGE-L scores. The results for comment genera-
tion are shown in Table 7. We follow a baseline setup
with ablation analysis for our experiments. Although
noisily generated by distant supervision, we notice that
the adding intent information provides a significant im-
provement to the generation results. As stand-alone
modules, predicted intent had a significant effect on the
generation scores. And overall, global edit attention
improves the scores by about 14 points ROUGE.

Pretrained Language Model performance :

To understand pretrained language model performance
on this task, we use the transformer based BART Lewis
et al. [2020] sequence to sequence model. The results
of the BART model is shown in table 8.

It is important to note that BART was pretrained on
written text over the C4 commoncrawl corpus6. And
adapting it to wikipedia comment generation task did
not directly lead to performance gains. Our experi-
ments show that pretrained BART does not naturally
adapt for our task, opening up exciting research av-
enues to improved adaptation of pretrained models in
real-world text settings7.

8. Conclusion
In this paper, we present a novel dataset that helps study
the task of describing an edit by identifying the intent,
and using it to generate an edit description. We lever-
age on this dataset, with which we build a classifier to
identify the edit intent. We also show that a distantly-
trained system using fuzzy labels shows gains for the
edit description task. We also show the results for sev-
eral baselines for the edit description task by modeling
the interaction between pre-edit and post-edit texts.

6https://commoncrawl.org
7the code for training BART model is available in the sup-

plementary material
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Model ROUGE-1 ROUGE-2 ROUGE-L

Seq2Seq + LA 13.0 5.6 12.5
Seq2Seq + LA + PI 14.5 6.6 14.1
Seq2Seq + LA + PI + GA 28.0 17.0 27.9

Table 7: Edit summary generation results. All ROUGE metrics reported using pyrouge package. LA=local atten-
tion, PI=predicted intent, GA=global difference attention.

Model ROUGE-1 ROUGE-2 ROUGE-L
BART 10.4 6.1 9.7

Table 8: Edit summary generation ROUGE scores for BART.
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