








Figure 5: A screenshot of INCEpTION interface on A&P Labeling. The PLAN SUBSECTION (line 125) contains a PROBLEM

ICD sp ablation for ventricular arrythmia. A DIRECT link connects the PLAN SUBSECTION and the ASSESSMENT, indicating
that the problem is a major diagnosis. Once the link establishes, a text window pops up showing the text in the PLAN SUB-
SECTION (“Rhythm: Patient has ICD ... treatment in future”, and text in ASSESSMENT (“81 yr old M with a PMH ... further
monitoring.”), separated by a dash.

the Plan section contains multiple PLAN SUBSECTION,
each of which lists a detailed plan for one specific di-
agnosis/problem. The second stage of annotation is to
label PLAN SUBSECTION for its relation to the assess-
ment: (1) directly related; (2) indirectly related; (3) not
related; and (4) not relevant. These relations indicate
whether a PLAN SUBSECTION addresses the primary
diagnoses or problems related to the primary diagno-
sis (DIRECT), an adverse event or consequence from
the primary diagnosis or comorbidity mentioned in the
Assessment (INDIRECT), a problem or diagnosis not
mentioned in the progress note (NEITHER), or a Plan
subsection without a problem or diagnosis listed (NOT
RELEVANT). Figure 4 shows the guidelines for mark-
ing the relations between the Assessment and each sub-
section of the Plan. Figure 5 presents an example of
linking PLAN SUBSECTION with the Assessment us-
ing INCEpTION interface.
DIRECT, INDIRECT, and NEITHER relations all indi-
cate that a diagnosis/problem is found in the progress
note. When the label is NOT RELEVANT, the plan
subsection has no mention of a problem. Instead, it
might describe quality improvement/administrative de-
tails such as physical therapy, occupational therapy, nu-
trition, prophylaxis (stress ulcer and gastric ulcer), or
disposition.

Figure 6: A Plan Subsection annotated with the PROB-
LEM (“Ventricular Arrythmia”) and ACTIONPLAN.

4.3. Problem List Identification
The relevant plan subsections include a prob-
lem/diagnosis with an associated treatment or action
plan, stating how the provider will address the problem.
At the third stage of the annotation, the goal is to high-
light the problems/diagnoses mentioned in the Plan
subsections separately from the treatment or action
plans for the day. In identifying problems/diagnoses,
the annotators only labeled the text spans covering the
problem in each Plan subsection, using the label PROB-
LEM. Once the problem/diagnosis was labeled then an-
notators labeled the accompanying ACTIONPLAN for
that PROBLEM and link the two attributes indicated
by PROBLEMAPPROACH. Figure 6 shows an exam-
ple plan subsection where the PROBLEM is “Ventric-
ular Arrhythmia”, and the ACTIONPLAN indicating the
medical treatment for the ventricular arrhythmia.
Problems sometimes include the syndrome (i.e., sepsis
syndrome, acute respiratory distress syndrome) along
with the underlying diagnosis (i.e, urinary tract infec-
tion, COVID-19 pneumonia). We ask the annotators to
mark the entire span of text where the text contained
both syndrome and/or diagnosis (e.g. “sepsis likely
due to urinary tract infection”, where sepsis is the syn-
drome, and urinary tract infection is the diagnosis). We
include both syndrome and diagnosis because the same
diagnosis may lead to different medical treatment path-
ways depending on the syndrome. For instance, antibi-
otics are needed for the urinary tract infection and then
there are resuscitation efforts and additional monitoring
needed for the sepsis syndrome. Phrases connecting
between syndrome and diagnosis were included as part
of the PROBLEM label, such as “caused by” or “likely
due to” were included prior and after for diagnosis.
These are strong linguistic cues showing the causal re-
lations between syndrome and diagnosis, and reflecting
a physicians’ reasoning process. However, additional
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details about the diagnoses were not needed. For ex-
ample, “Myocardial infarction involving the LAD s/p
PCI” should be labeled only for the diagnosis/problem
of “myocardial infarction”. Another example, “SVT
with hypotension: This occurred in setting of having
RA/RV manipulated with wire” should be labeled as
just “SVT with hypotension”. These were descriptions
of characteristics of the diagnosis.

4.4. Annotator Training
The annotation guidelines and rules were initially de-
veloped and trialed by two physicians with board
certifications in critical care medicine, pulmonary
medicine, and clinical informatics. The physicians
practice in the same field as the authors of the source
notes. They are also experts in clinical research in-
formatics with an extensive research track in machine
learning and natural language processing, one of them
serves as the mentor and adjudicator for the trained an-
notators. Two medical students were recruited and had
received training in their medical school curriculum in
medical history taking and documentation (including
SOAP format), anatomy, pathophysiology, and phar-
macology. An additional three week period with orien-
tation and training was provided by one of the critical
care physicians to the annotators. Each annotator met
an inter-rater reliability with a kappa score of > 0.80
with the adjudicator prior to independent review. The
annotators augmented their medical knowledge with a
subscription and access to a large medical reference
library, UpToDate®4. The adjudicator performed au-
dits of the charts after approximately 200 were com-
pleted and if the inter-rater reliability fell below the
0.80 threshold then cases with disagreements were re-
viewed to consensus and the annotator was re-trained
again until threshold kappa agreement was met.

5. Annotation Results
In total, two annotators labeled 768 progress notes with
28,945 labels from all annotation stages. We further
split the corpus into train/dev/test, resulting in 608, 76
and 87 notes, respectively. All annotations were stored
as XML files. We reported statistics of the labels for
each stage.

Statistics for Section Tagging We collected 3,790,
6,090, 787 and 2,742 labels for SOAP and OTHERS,
respectively. Table 2 presents the statistics of labels
broken down by each section attribute, showing the to-
tal and average number of section tagged and average
length of sections by tokens. Laboratory (LAB) was the
most frequent section type across our sampled progress
notes, with 4 sections per note on average. Often, more
than one lab test was required to provide evidences for
certain diseases, and every lab tested was included in
the progress note as an individual section. Assessment

4https://www.wolterskluwer.com/en/
solutions/uptodate

Attributes #Labels Avg #Labels Avg
Per Note Length

CC 750 0.98 12.70
HPI 24HR 807 1.51 94.37

PMH 731 0.95 7.42
ALLERGIES 764 0.99 17.24

PSH 12 0.02 33.91
SH 15 0.02 15.87
FH 711 0.93 5.05

ROS 740 0.96 21.61
PE 789 1.03 131.64

MED 823 1.07 76.31
LAB 3083 4.01 55.59
RAD 1395 1.82 38.75
VS 974 1.27 159.92

A&P 787 1.02 577.29
Addendum 727 0.95 47.62

Table 2: Total and average number of section tags, and
average length for each section counting by tokens.

Figure 7: Confusion matrix on the AP relation labels
between two annotators.

and Plan sections were the longest with 577.29 tokens
per note, much more than any other sections. Recall
that Assessment and Plan viewed as the most impor-
tant piece in SOAP note, summarizing the evidence
from other sections and listed diagnoses with treatment
plans. Physicians tend to spend most of their time read-
ing the Assessment and Plan sections and less than
10 percent of the content in physicians’ verbal hand-
offs were found outside the A/P section (Brown et al.,
2014).

Statistics of A&P Relation Labeling Recall that
A&P relations were labeled between every pair of
PLAN SUBSECTION and the Assessment. Across the
sample set of progress notes, we had 7.73 plan sub-

Count DIRECT INDIRECT NEITHER NOT REL

Total 1404 1599 1913 1018
Per Note 1.83 2.09 2.49 1.32

Table 3: Total and average number of relation labels.

https://www.wolterskluwer.com/en/solutions/uptodate
https://www.wolterskluwer.com/en/solutions/uptodate
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sections per note on average. Table 3 summarizes the
count of labels on all annotated notes and the average
per note. The distribution across four relations were
relatively balanced, with NEITHER being the most fre-
quently labeled and NOT RELEVANT being the least fre-
quently labeled.

Statistics of Problem Lists We collected 4,843 and
4,759 labels for PROBLEM and ACTIONPLAN, respec-
tively. For every note, the average numbers of PROB-
LEM and ACTIONPLAN were both approximately 6.
Recall that the PROBLEM was highlighted after the
annotation for AP Relation Labeling, we were able
to count the problems that were labeled as DIRECT
and INDIRECT, which was 2,866 in total. We post-
processed the annotation such that for every assess-
ment, there was a list of direct problems and a list of in-
direct problems. Every list could be regarded as a short
summary, with distinct problems delimited by semi-
colons. In total we collect 743 and 619 summaries for
direct problems and indirect problems, respectively.

Inter-Annotator Agreement We measured Cohen’s
Kappa on the AP relation labeling task, as it was
deemed the most difficult by the annotators because it
was the only task that required clinical reasoning and
medical knowledge. The two annotators achieved a
Cohen’s Kappa of 0.74 on 10 randomly sampled notes,
which represented good quality given the complexity of
the task. Figure 7 presents the agreement and disagree-
ment between the two annotators on four relations.
Most of the disagreement occurred between INDIRECT
and NEITHER, taking 9.83% of all labels, exposing the
difficulties in deciding whether a problem is due to a
subsequent event of the main diagnosis (INDIRECT) or
a separate disease altogether (NEITHER). Nonetheless,
the percentage of labels agreed by both annotators was
81.9%.

6. Suite of Tasks for Progress Note
Understanding

In this section, we further propose the suite of clinical
NLP tasks: Progress Note Understanding. The suite
of tasks was developed from the annotation and de-
signed to train and evaluate models for clinical text un-
derstanding in future work. The suite of tasks was set
up in the same stream as the annotation, with each task
corresponding to an annotation stage and targeted at a
different NLP problem. Figure 8 presents a diagram of
the suite set up. The level of NLP difficulty in moving
from Task 1 to Task 3 were intended to increase from
classification to classification with medical knowledge
(NLI) to text generation. We consider the SOAP Note
Section Segmentation as the easiest task that only re-
quires text understanding, and the Diagnoses Summa-
rization to be the hardest as it investigates clinical text
understanding, clinical reasoning and text generation.

6.1. Task 1: SOAP Note Segmentation
The suite of tasks started with a clinical text under-
standing task where the goal was to segment the entire
SOAP note into topic-relevant sections. We formulated
this task as labeling each line of the daily progress note
by its SOAP type based on the information contained in
the line. This task helped to train and evaluate models
that automatically understand the SOAP note structure
and topic-level contents, and highlights the problem-
oriented sections. We considered this task as a funda-
mental and essential step for NLP system pipelines for
clinical note processing, as previously shown in (Kr-
ishna et al., 2021; Cillessen and de Vries Robbé, 2012;
Mowery et al., 2012). Previous work also focused on
segmenting SOAP notes (Mowery et al., 2012; Gane-
san and Subotin, 2014). Mowery et al. (2012) for-
mulated the task as sentence labeling using 50 emer-
gency department reports. Our proposed task is similar
to Ganesan and Subotin (2014) where the task is on
line-basis instead of sentence, but our work is a larger
corpus and is focused on daily progress notes. Lastly,
we plan to make our corpus available unlike prior work.
Evaluation will be measured using the F1 score and Ac-
curacy as in previous work (Mowery et al., 2012).

6.2. Task 2: Assessment and Plan Reasoning
Recall that the Assessment and Plan sections contain
the most useful information for providers needing to
know what is the condition of a patient. Providers
spend the most time viewing these sections, where clin-
ical reasoning occurs. Providers conclude the diag-
noses/problems from the evidences presented in S and
O sections and the symptoms described in A section,
then infer the treatment plan for each diagnosis for that
day. It is a process of associating the patients’ current
condition with clinical problems, and assessing the so-
lutions with medical knowledge. Modeling such un-
derstanding and reasoning process greatly benefits the
downstream applications that aim at improving effi-
ciency of bedside care and reducing medical errors. We
propose task 2, Assessment and Plan Reasoning, a re-
lation classification task that builds on top of the stage
2 annotation. Models trained and evaluated on this task
should predict one of four relations. We plan to use F1
score as the evaluation metric for this task.5

6.3. Task 3: Problem/Diagnoses
Summarization

Automatically generating a set of diagnoses/problems
in a progress note could help providers quickly and ef-
ficiently understand and document a patient’s condi-
tion, and ultimately reduce effort in document review
and augment care during time-sensitive hospital events.
Devarakonda et al. (2017) demonstrated that a system
that automatically predicts diagnoses captures more

5The task is part of 2022 National NLP Clinical Challenge
(N2C2): https://n2c2.dbmi.hms.harvard.edu/
2022-track-3.

https://n2c2.dbmi.hms.harvard.edu/2022-track-3
https://n2c2.dbmi.hms.harvard.edu/2022-track-3
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Figure 8: The Progress Note Understanding suite is consisted of three tasks, each of which corresponds to one annotation
stage. Task 3, Problem/Diagnoses Summarization, has two subtasks, Direct Problem Summarization and Indirect Problem
Summarization, using the problems identified in annotation stage 2 and 3.

problems than human clinicians through a pilot study.
They built a two-level classifier that first predicted ma-
jor category of conditions and then a subsequent pre-
diction on the fine-grained level of problems. Liang
et al. (2019) formulated the task as extractive summa-
rization on a disease-specific progress notes. To enrich
the research on diagnosis summarization, we propose
Problem/Diagnoses Summarization with labels created
from annotation stage 2 and 3. Specifically, the task
consisted of two subtasks: Direct Problem Summariza-
tion and Indirect Problem Summarization. The goal
of Direct Problem Summarization is to take the assess-
ment section as input, and predict a list of primary diag-
noses. For Indirect Problem Summarization, the goal is
to predict a list of adverse events and subsequent diag-
noses given the entire progress note. Recall that in Fig-
ure 5, indirect problems included diagnoses/problems
that were not part of the Assessment or primary di-
agnoses, which required input from other sections in
the progress notes (e.g. LAB, VS) and would make
the task harder than Direct Problem Summarization.
Different from (Liang et al., 2019), we defined both
subtasks as abstractive summarization, since our data
covered a larger breadth of diseases/problems and they
were not always explicitly mentioned in the progress
note. In some instances, the signs or symptoms of a
disease were listed, relevant objective data that pointed
to a diagnosis, or synonyms and acronyms of the dis-
ease or problem were listed in other parts of the note.
Recall that the text spans labeled by PROBLEM were
concatenated through semi-colons. Figure 9 includes
an example Direct Problem Summary with an assess-
ment it derived from.

For both summarization subtasks, we plan to follow
previous work on EHR summarization (MacAvaney et
al., 2019; Adams et al., 2021) and use the standard
summarization metrics like ROUGE (Lin, 2004). A

Assessment
80 yo female with pmh of htn and DM admitted with an
NSTEMI transferred to the CCU after an attempted cath due
to a hypertensive emergency secondary to anxiety and
agitation.
Direct Problem Summary
multivessel CAD; Hypertensive emergency; Change in
mental status/agitation;

Figure 9: An example Direct Problem Summary given
an Assessment section. The diagnosis “Multivessel CAD”
is inferred from “DM admitted with an NSTEMI transfered
to CCU”; “hypertensive emergency” is mentioned directly
in the assessment, and “Change in mental status/agitation”
refers to “anxiety and agitation”.

diagnosis could be expressed with different lexicons,
(e.g. “CAD” and “Coronaries”), hence we also con-
sider post-processing the summaries with the National
Library of Medicine’s Unified Medical Language Sys-
tem (UMLS) (Bodenreider, 2004) by mapping the clin-
ical terms to the UMLS metathesaurus of concept
unique identifiers (CUIs), and measuring the F1 score
for clinical accuracy. Liang et al. (2019) also used this
method as their main evaluation.

7. Conclusions
We introduce a novel and hierarchical annotation on
a large collection of publicly available EHR data and
aim to develop and evaluate models for automated sec-
tion segmentation, assessment and plan reasoning, and
diagnoses summarization. A suite of tasks, Progress
Note Understanding, is proposed to utilize the anno-
tation and contains three tasks, each of which corre-
sponds to an annotation stage. Future work will focus
on hosting shared tasks for the clinical NLP community
and using the tasks to build systems for applications in
clinical decision support.
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