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†Università di Bologna, Forlı̀, Italy

‡Athens University of Economics and Business, Athens, Greece
†aikaterini.korre2@unibo.it, ‡annis@aueb.gr

Abstract
Grammatical Error Correction (GEC), a task of Natural Language Processing (NLP), is challenging for under-represented
languages. This issue is most prominent in languages other than English. This paper addresses the issue of data and system
sparsity for GEC purposes in the modern Greek Language. Following the most popular current approaches in GEC, we
develop and test an MT5 multilingual text-to-text transformer for Greek. To our knowledge this the first attempt to create a
fully-fledged GEC model for Greek. Our evaluation shows that our system reaches up to 52.63% F0.5 score on part of the
Greek Native Corpus (GNC), which is 16% below the winning system of the BEA-19 shared task on English GEC. In addition,
we provide an extended version of the Greek Learner Corpus (GLC), on which our model reaches up to 22.76% F0.5. Previous
versions did not include corrections with the annotations which hindered the potential development of efficient GEC systems.
For that reason we provide a new set of corrections. This new dataset facilitates an exploration of the generalisation abilities
and robustness of our system, given that the assessment is conducted on learner data while the training on native data.
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1. Introduction
This article addresses the issue of low-resourced lan-
guages in Grammatical Error Correction (GEC) by pro-
viding the prerequisites for the expansion of GEC in
the Modern Greek language. In the past decade, espe-
cially since the Helping Our Own (HOO) shared task
(Dale and Kilgarriff, 2011), the performance of GEC
systems has increased greatly, while a variety of new
datasets has emerged. The advances in GEC, how-
ever, are mostly focused on the English language with
progress in other languages being quite limited.
There have been some recent attempts to enrich the
resources for GEC purposes in the following lan-
guages: Spanish (Davidson et al., 2020); German
(Boyd, 2018); Russian (Rozovskaya and Roth, 2019);
Czech (Náplava and Straka, 2019a); Chinese (Rao et
al., 2018); Arabic (Solyman et al., 2019). Our work fo-
cuses on the Modern Greek language, a highly inflec-
tional language that consists of many declinable parts
of speech that produce a vast set of morphological word
forms. As Gakis et al. (2016) explain, from a single
verb or adjective lemma more than 100 word forms can
be produced (including both active and passive word
forms, and the comparative and superlative forms). In
the same study, it becomes clear that the development
of Natural Language Processing systems for Modern
Greek is a challenging task as Greek is also a “free-
word-order” language, which gives its speakers a free-
dom of use that can often lead to multiple errors.
We address the issue of the scarcity of resources for
GEC purposes in Greek by calibrating an MT5 mul-
tilingual text-to-text transformer (Xue et al., 2020).
The pre-trained MT5 model was fine-tuned on a re-
cently published Modern Greek dataset, the Greek Na-
tive Corpus (GNC) (Korre et al., 2021). The evalua-

tion of the model was conducted with the Greek ver-
sion of the Error Annotation Toolkit scorer (ERRANT)
(Bryant et al., 2017). There were two test sets for the
evaluation: Part of GNC, and part of the Greek Learner
Corpus (GLC) (Tantos and Papadopoulou, 2018), on
which we built by adding corrections, as the original
dataset provided only XML error typing annotation,
along with demographic metadata about the learners
who produced the text. The performance of our sys-
tem can achieve up to 52% F0.5 score for GNC, which
is 16% less than the winning system in the most recent
GEC shared task in English, the BEA-2019 (Bryant et
al., 2019). The F0.5 score for the GLC is much lower,
approximately 23%, possibly owning to the fact that
the errors in this dataset were much more frequent com-
pared to GNC.

2. Related Work
Automatic grammatical error correction can be defined
as the task of automatically generating corrections and
feedback on a person’s writing. There are three main
approaches for the creation of a GEC system so far,
rule-based, classification-based and approaches based
on machine translation.

GEC approaches
Rule-based approaches assure that the sentences follow
specific manually coded grammar rules and that they
match certain patterns (Bustamante and León, 1996).
Classification-based approaches are again error-type
specific. Machine learning classifiers work with error-
coded corpora and are built to correct the errors (Ro-
zovskaya et al., 2013; Han et al., 2004). Approaches
based on Machine Translation are divided into Statis-
tical Machine Translation (SMT) and Neural Machine
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Translation (NMT). SMT uses parallel error-annotated
data sets and can be used to solve any types of er-
rors (Dahlmeier and Ng, 2012a). An issue with SMT
is that it can be dependent of the corpus size, while
its efficiency might depend on contextual information
(Brockett et al., 2006). NMT, on the other hand, uses
an “Encoder-Decoder” mechanism (Yuan and Briscoe,
2016). Specifically, the encoder reads the sentence and
encodes it into a vector, while the decoder produces a
translation. This is possible because the encoded vec-
tor can help predict the next word (Yuan and Briscoe,
2016).

Evaluation of GEC systems
As far as the evaluation of the systems is concerned,
there are several evaluation metrics used to assess the
performance of the systems. The most used ones are
BLEU (Papineni et al., 2002), GLEU (Mutton et al.,
2007), and MaxMatch (M2) scorer (Dahlmeier and
Ng, 2012b). A recent addition to this list is the ER-
RANT scorer, which is a modification of the M2 scorer
(Bryant et al., 2017). A great leap in GEC was made
with the last two shared tasks: CoNLL-14 (Ng et al.,
2014) and BEA-19 (Bryant et al., 2019) which offered
the option of different tracks regarding the data re-
sources, and which attracted many competing systems.
Noteworthy is the fact that, despite the small time gap
between the two tasks, the corresponding most pop-
ular approaches were different; more specifically, in
the CoNLL-14 shared task, there was a greater range
of approaches, from rule-based ones and SMT to lan-
guage models (Ng et al., 2014), while in BEA-19 two-
thirds of the total of the participating teams opted for
NMT approaches, with the remaining teams using con-
volutional neural networks or a combination of the two
(Bryant et al., 2019).

GEC in under-represented languages
In spite of the great progress in GEC, very little work
has focused on low-resource languages. We must
note here that we consider the term ”low-resource” or
”under-represented” task specific. Greek falls into this
category since tools and resources for GEC purposes
(i.e., error-annotated data) are almost non-existent. A
tactic that has been proven efficient generally in low-
resource settings is generating synthetic data. Grund-
kiewicz and Junczys-Dowmunt (2019) used a rule-
based approach to insert synthetic errors for English,
Russian and German data. A similar approach was
used by Náplava and Straka (2019b) who experimented
with synthetic data, as well as introducing a new
dataset in Czech. A second popular approach address-
ing low-resource scenarios is deriving data from on-
line sources like Wikipedia (Lichtarge et al., 2019).
This approach has the benefit that such data are usually
available in multiple languages. Boyd (2018) adopted
this approach for the German language with promis-
ing results. Other examples of reinforcing under-
represented languages in GEC include Rozovskaya and

Roth (2019), who introduced an error-tagged corpus of
Russian learner writing, as well as tried various state-
of-the-art models. For Spanish, Davidson et al. (2020)
created a new error-annotated dataset along with a
neural-network-based GEC system for Spanish learner
writing. Solyman et al. (2019) developed an Arabic
GEC model based on multi convolutional layers with
an attention mechanism. Finally, a major step was
taken for Chinese GEC with the NLPTEA-2018 Shared
Task for Chinese Grammatical Error Diagnosis where
13 participating teams developed GEC systems (Rao et
al., 2018).
Regarding Modern Greek, any academic research or
work on GEC is almost non-existent, at least to the
knowledge of the authors of this paper. An exception
is the work of Gakis et al. (2016), who did not build a
correction system but they created an electronic Greek
grammatical checker. According to their findings, their
grammatical checker reached almost human accuracy
when it came to “pure” grammatical cases. However,
accuracy dropped significantly when issues of cohe-
sion, coherence and meaning were involved.

3. Data
The datasets used for the purposes of this paper were
the Greek Native Corpus (Korre et al., 2021) and
the Greek Learner Corpus (Tantos and Papadopoulou,
2018), dubbed GNC and GLC respectively. The for-
mer is a collection of essays (358 sentences) written by
Greek high school students, which were digitalized and
annotated, providing both corrections and error types
following a Greek adaptation of the ERRANT anno-
tation schema (Bryant et al., 2017). Despite the fact
that the GNC dataset can be used for GEC purposes, no
work in literature has reported respective results. GLC
is a compilation of essays written by learners of Greek
as a second language (GSL learners). Given that it in-
cludes only the error type annotation and not any cor-
rections, it cannot be used for GEC purposes. There-
fore, and to be able to use GLC as an evaluation set,
and for it to be potentially more versatile for GEC pur-
poses, we decided to proceed with the correction of the
sentences by a Greek philologist, extending it to the
Greek Learner Corpus Corrections, or GLC2. The two
datasets are the first Greek datasets to comprise expert-
generated corrections, while GLC is also the first com-
plete dataset with texts authored by GSL learners. This
is very important since most current NMT approaches
such as Encoder-Decoders need great amounts of data
(error-tagged data included) in order to be able to gen-
eralize properly (Kiyono et al., 2020). Information
about the datasets, as well as an exploratory analysis
is presented next.

3.1. GLC2
The Greek Learner Corpus (GLC) was originally com-
piled by Tantos and Papadopoulou (2018). The motive
behind the compilation of GLC had three aspects. First,
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Original Corrected
Μια φορά κι έναν καιρό ήταν τρεια πουλιά Μια φορά κι έναν καιρό ήταν τρία πουλιά

και έτσι όπος έφεβγε η μαμά πλησίασε μια και έτσι όπως έφευγε η μαμά πλησίασε μια

γάτα μετά τους κοιτούσε περίεργα γάτα μετά τους κοιτούσε περίεργα.

Table 1: GLC sentence example with corrections. All three mistakes are spelling mistakes. The fluency of the
writing is also unsatisfactory.

to present the difficulties when it comes to error an-
notating second language learner datasets. Second, to
provide an overview of the use of an error annotation
scheme by using the UAM corpus tool, a tool that pro-
vides the environment for annotation of text corpora.
Finally, to highlight the importance of learner corpora
by adopting stand-off annotation strategies that adhere
to the Graph Annotation Framework (GrAF) format of
Linguistic Annotation Framework (LAF). The reasons
behind using a stand-off approach were the following:

• It allows multiple annotation efforts on the same
data but for various error annotation schemes
(Tantos and Papadopoulou, 2018).

• It allows inter-annotator agreement to be qualita-
tively and quantitatively checked in an easier way
(Tantos and Papadopoulou, 2018).

Despite these benefits, one great drawback is the lack
of corrections. It is understandable that from a linguis-
tic perspective, grammatical error correction cannot be
objective (Rozovskaya and Roth, 2021), and therefore,
the existence of one correction for an erroneous sen-
tence would be utopian. Yet, not providing corrections
renders the development of automatic grammatical cor-
rection models almost impossible. In other words, a
stand-off annotation can be effective when it comes to
automatic error typing but not in aiding grammatical
error correction.

The original Greek Learner Corpus (GLC)
According to the authors of the original GLC paper
(Tantos and Papadopoulou, 2018), “[t]he GLC is the
first learner corpus of Greek assembled from written
productions of learners in the first and secondary edu-
cation levels, which aims at both providing a more user-
oriented error annotation scheme and employing stan-
dardized means for the development and exploitation of
language resources”. With regard to the demographic
information of the corpus, the texts were produced by
7-to-12-year-old learners of Greek. Approximately 500
texts (around 33,000 words) were annotated by six an-
notators and demographic metadata are also included
for sociolinguistic purposes.
Figure 1 shows that spelling and accent errors are the
most frequent error types occurring approx. 6-7 times
more frequently than grapheme and punctuation er-
rors, which are the third and fourth most frequent error
types, respectively. Tense, agreement and aspect errors
occur less than 500 times in GLC.

Figure 1: Frequency of the most common error types in
GLC. Specifically, error types with frequency over 100
occurrences are demonstrated.

Figure 2: Frequency of the most common error types
in GNC. Specifically, error types with frequency over 5
occurrences are demonstrated.

Comparing the two datasets, there are structural differ-
ences as two different annotation schemas have been
adopted. As mentioned in the previous section, GLC
follows a stand-off XML annotation, while GNC is an-
notated according to the error typing schema of ELER-
RANT (Korre et al., 2021). In spite of those differ-
ences, we can see in Figures 1 and 2 that the two most
common error types are spelling and accent errors, in-
dicating that both native speakers and learners find the
use of stresses as well as using the correct spelling chal-
lenging, regardless of the language competence. What
seems to reveal the language proficiency level is the av-
erage number of errors per sentence which in GNC is a
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barely one error per sentence, while for GLC the num-
ber goes as high as up to seven errors per sentence.

Extending GLC with new error corrections
With regard to the correction procedure, we recruited
a Greek language philologist to provide the corrections
for the 500 GLC texts according to her judgment. Be-
fore proceeding to the corrections, the texts were split
into 1,524 sentences. Due to the challenging nature of
the texts, the annotator was instructed to focus mainly
on grammatical errors and not as much on meaning, co-
herence and cohesion. Punctuation was also not con-
sidered a major error, while accent was. Out of the
1,524 sentences, only 159 were correct (approx. 10%).
Thirty randomly selected erroneous sentences were an-
notated by one of the authors, who is also a gradu-
ate of English and Greek language and literature, in
order to measure inter-annotator agreement. The an-
notation procedure was the same as the one followed
by the first annotator. The percentage agreement was
very low, only 29.29%. One possible reason for this
low score is the fact that the GLC texts are very chal-
lenging for annotators since they are derived from very
young GSL learners. Not only must the annotators deal
with a great quantity of errors but also with meaning
and fluency issues despite the low levels of language
proficiency. Therefore, multiple error can mean multi-
ple corrections which lead to low inter-annotator agree-
ment. For example, For example,

• (Original)Με μια φιλι μου ελεγε πολλις πλακες.

• (Α) Μία φίλη μου έλεγε πολλές πλάκες.

• (Β) Με μία φίλη μου λέγαμε πολλές πλάκες.

This problem becomes even more evident when this
score is compared to the GNC inter-annotator agree-
ment kappa score that reached up to approximately
85% (Korre et al., 2021).

4. Empirical Analysis
Despite the fact that two Greek language resources ex-
ist in literature (Korre et al., 2021; Tantos and Pa-
padopoulou, 2018), no published work has attempted
to use them for benchmarking GEC systems. This is
mainly due to two reasons. First, GLC (Tantos and Pa-
padopoulou, 2018) lacks corrections, which is an inte-
gral part to train GEC systems. Secondly, GNC (Korre
et al., 2021) was introduced only very recently while
the authors did not experiment with any GEC system.
Our work addresses this gap by extending GLC so that
it comprises corrections and by using it, along with
GNC, to benchmark GEC.

4.1. Methods
For the purposes of the study we employed a multilin-
gual variant of the Text-to-Text Transfer Transformer
(T5), which has achieved state-of-the-art results on var-
ious NLP tasks in English (Raffel et al., 2019). Its

multilingual MT5 variant (Xue et al., 2020) was pre-
trained on a dataset covering 101 languages, follow-
ing the paradigm of the more general solution of pre-
training on multiple languages (Liu et al., 2020; Con-
neau et al., 2019)
Both T5 and MT5 employ an Encoder Decoder Trans-
former (Vaswani et al., 2017) that is pre-trained with
masked language modeling by masking consecutive
spans of input tokens and then trying to reconstruct
them. T5 was pre-trained on 750GB of English-
language text that was sourced from the public Com-
mon Crawl web.1 MT5 was pre-trained on data from
all of the 71 monthly web scrapes released so far by
Common Crawl, which is more than the source data
used by T5. Pages with few characters and ones in-
cluding bad words were excluded. The pages were
then grouped into the 101 automatically detected lan-
guages.2 The most frequent language was English, fol-
lowed by Russian and Spanish. Greek was on the 20th
position, with 43 billion tokens extracted from 42 mil-
lion pages. Given that Greek is a well supported lan-
guage in the data that was used to pre-train MT5, this
model is suitable candidate to be used for downstream
NLP tasks in the Greek language.

4.2. Evaluation
For the evaluation of the model we used the ELER-
RANT scorer. ELERRANT is the Greek version of ER-
RANT (Error Annotation Toolkit) developed by Bryant
et al. (2017) and apart from providing automatic er-
ror type annotation, it offers a scorer which was also
used as the main scorer in BEA-19 system evaluation.
The scorer works by comparing the edits (changes) in
the hypothesis against the edits in each respective ref-
erence and measuring the overlap. A true positive in-
cludes any edit with the same span and correction in
both hypothesis and reference while unmatched edits
constitute false positives (FP) and false negatives (FN)
respectively (Bryant et al., 2017). For the evaluation of
our system, the gold references were created by using
the source text and the correction by human annota-
tors as input to ELERRANT to create the gold M2 file,
while the hypothesis M2 file was created by inputting
the source text and the system output.

4.3. Experimental Results and Analysis
MT5 was fine-tuned for 300 epochs, with a patience of
2 epochs and a max length of 36 tokens, on 277 ran-
domly selected GNC sentences.3 The trained model
was evaluated on 20 GNC sentences and on 200 ran-
domly selected GLC2 sentences. Table 4.3 presents the
results of MT5, fine-tuned on GNC and evaluated on
GNC and GLC2, along with GEC scores reported in

1https://commoncrawl.org/
2https://github.com/google/cld3
3We employed a train/val/test split of 90/5/5, and dis-

carded from the 322 training sentences ones with length more
than 36 tokens (approximately 13% of the training data).

https://commoncrawl.org/
https://github.com/google/cld3
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literature. MT5 fine-tuned on GNC achieved an F0.5
of 52.63%, 4 which is the second best performance and
only 5 percent units lower than the best performing
system for Arabic (Solyman et al., 2019). Although
not shown here, this score is only 16% lower than the
best performing system for the well represented En-
glish language (Bryant et al., 2019).
Preliminary experiments involved training with the
GLC2 corrections, using artificial data to augment the
current datasets and experimenting with the maximum
length of the sentences. However, all of these experi-
ments seemed to worsen the performance.

P R F05
MT5@GNC[MCCV] 45.11 62.47 47.66

MT5@GNC 50.00 66.67 52.63
MT5@GLC2 28.45 12.64 22.76

Davidson et al. (2020) 25.40 15.30 22.40
Boyd (2018) 51.99 29.73 45.22

Náplava and Straka (2019b) 63.26 27.50 50.20
Rozovskaya and Roth (2019) 38.00 7.50 21.00

Solyman et al. (2019) 70.23 72.10 71.14

Table 2: Precision (P), Recall (R) and F0.5 percent
scores of MT5 fine-tuned on GNC (Monte Carlo Cross
validation denoted with MCCV
and evaluated on GNC and GLC2, along with GEC systems
for languages other than Greek. From top to bottom: Span-
ish (Davidson et al., 2020), German (Boyd, 2018), Czech
(Náplava and Straka, 2019b), Russian (Rozovskaya and Roth,
2019), Arabic (Solyman et al., 2019)

The results obtained from the MT5 look very promis-
ing yet there is great deviation between the two datasets
we evaluated our model on, vis. GNC and GLC2. This
is due to the nature of the two datasets. As we men-
tioned in Section 3, GNC is a corpus with compiled
essays by native Greek speakers. Automatically, this
suggests that the fluency of the text is very high, as well
as there being fewer and more distinct errors per sen-
tence. GLC on the other hand, is a corpus containing
texts written by learners of Greek as a second language,
who are also of very young age (7-12 years old), sug-
gesting that their level of fluency should be relatively
low and that they should be more prone to errors than
the native speakers of GNC. However, we observe that
the scores on GLC are not the lowest ones, with the
models for Russian and Spanish presenting the lowest
scores.

4.4. Error Analysis
A manual inspection of the system predictions reveals
that MT5 performs well when it comes to accent and
spelling errors, but under-performs when the sentences
are more complex. When this happens, the model re-
sorts to either reducing the length of the sentence or
modifying other parts of the sentence apart from the

4The performance drops approx. five units when we use
Monte Carlo cross validation with three repetitions.

initial error. In the latter case, the sentence is not
necessarily erroneous as demonstrated in the follow-
ing example, however the meaning of the sentence does
change and might create coherence issues:

• Το φαινόμενο αυτό αποτελεί θεμα μεγάλης α-
νησυχίας στην εποχή μας [This phenomenon is
a matter of great concern nowadays].

• Τέλος αυτό αποτελεί θέμα μεγάλης ανησυχίας
στην εποχή μας [Finally, this is a matter of great
concern nowadays].

4.5. Discussion
Our experimental findings show that MT5, fine-tuned
and evaluated on native Greek data, achieves a consid-
erably high performance in GEC, the second highest
compared to published results in F0.5 and only 16 per-
cent units below the state of the art in English GEC.
This is a promising result, especially under the light of
the small size of the training set used in this study (358
sentences; see Section 3).
The performance of our system in GEC in Greek drops
when it is evaluated on a learners’ dataset. One possible
explanation for this result lies in the nature of the learn-
ers’ dataset and from the fact that we did not train our
model on learner data. Compared to the native dataset,
the learner dataset contains a higher number of errors
per sentence, as shown in Section 3. Consequently, this
indicates that there are a lot of factors which must be
taken into consideration in GEC experimental setups.
For example, the model could be adapted depending
on the level of the language of the dataset. Apart from
the proficiency level, other factors that could influence
the performance of the model, such as demographic in-
formation, should be explored further.
The case of GEC in Modern Greek is an idiosyncratic
one, given the complexity of the language, which ren-
ders the development of GEC systems difficult and
which might discourage the NLP community from pro-
viding resources and tools. This complexity is also
manifested through the low inter-annotator agreement
in GLC2, which then comes to show that the evalua-
tion of the model can be problematic considering that
there could be more than one ground-truths (see Sec-
tion 3). This, however, is a phenomenon that we en-
counter even in high-resourced languages (Bryant and
Ng, 2015). The authors’ hope is that the promising re-
sults presented in this study will encourage the devel-
opment of more language resources and tools to assist
Greek GEC.
Possible limitations of our study are outlined below:

• By contrast to GNC, inter-annotator agreement
was very low for the GLC2 annotation. Enriching
GLC2 with corrections provided by more annota-
tors could reveal that the system performed higher
than reported for this dataset.
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• Both Greek datasets studied in this work are small
in size. This fact constraints the system perfor-
mance. Synthetic data could be explored to assist
with model training.

• We used the BASE version of MT5, due to con-
strained resources, but better results are expected
with larger available models.

5. Conclusion
All in all, in this paper we presented the issue of
low-resourced languages in Grammatical Error Correc-
tion and we offered two contributions: an enhanced
dataset in Greek, GLC2, and an Encoder-Decoder GEC
model for the Greek language. The model was trained
on the corrected version of GNC (Greek Native Cor-
pus), while it was evaluated both on GNC and on part
of GLC2. The results were promising, with 52.63%
F0.5 score on GNC, only 16% lower than the best
performing model of the BEA-19 shared task. Per-
formance dropped when the model was evaluated on
GLC2, reaching only 22.76%. This is due to the nature
of the dataset as it contained a high number of errors
due to the fact that it is derived from texts written by
very young learners of Greek as a second language.
In future work, we would like to further expand GLC2
by adding texts by learners of Greek as a second lan-
guage of higher levels and test our model on that level,
as well as recruiting more annotators for the same task
to avoid bias. In addition, expanding and adding syn-
thetic errors to GNC will allow us to render it more
versatile for GEC purposes. Finally, since the results of
the two datasets are quite different, the development of
different tools according to language proficiency would
be another pathway to explore.
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Appendix
Abbreviations for error types

Abbreviation Meaning
ACC Accent

SPELL Spelling
PUNCT Punctuation
GRAPH Grapheme
AGREE Agreement
ASPECT Aspect
TENSE Tense
TEXT Text

FN Final n (ν)
AD:FORM Αdverb or Adjective Form

VERB:FORM Verb form
OTHER Other

Table 3: Abbreviations for error types found in Fig-
ures 1 and 2. For a more detailed explanation of the
error types see Korre et al. (2021) and Tantos and Pa-
padopoulou (2018)

Train Dev Test

Sentences GNC 322 18 18
GLC - - 200

Tokens GNC 8440 451 427
GLC - - 3976

Table 4: Number of tokens and sentences for
train/dev/test
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