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Abstract
We tackle the problem of neural headline generation in a low-resource setting, where only limited amount of data is available to train a
model. We compare the ideal high-resource scenario on English with results obtained on a smaller subset of the same data and also run
experiments on two small news corpora covering low-resource languages, Croatian and Estonian. Two options for headline generation
in a multilingual low-resource scenario are investigated: a pretrained multilingual encoder-decoder model and a combination of two
pretrained language models, one used as an encoder and the other as a decoder, connected with a cross-attention layer that needs to be
trained from scratch. The results show that the first approach outperforms the second one by a large margin. We explore several data
augmentation and pretraining strategies in order to improve the performance of both models and show that while we can drastically
improve the second approach using these strategies, they have little to no effect on the performance of the pretrained encoder-decoder
model. Finally, we propose two new measures for evaluating the performance of the models besides the classic ROUGE scores.
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1. Introduction
Neural approaches for natural language generation
(NLG) have mushroomed during past few years. The
most common idea is to employ approaches that have
shown good performance in machine translation (or an-
other sequence-to-sequence task) and treat the gener-
ation task as a translation task between an input text
and the generated output text (Wen et al., 2015; Cho et
al., 2014). The most popular text generation is auto-
matic summarization, and recent years have seen huge
advances in automatic generation of high-quality sum-
maries. The newest approaches, such as BART (Lewis
et al., 2020), employ an encoder-decoder transformer
architecture (Vaswani et al., 2017), which “translates”
the input text into an output summary.
Due to large textual resources required by these NLG
systems, research on this topic mostly focused on high-
resource languages such as English, since the lack
of data makes the training of these approaches from
scratch infeasible in some low-resource domains and
languages (Gkatzia, 2016). While recently some mul-
tilingual models which also cover low-resourced lan-
guages (Liu et al., 2020) have been proposed, most
low-resource languages still lack efficient monolingual
language generation systems. Therefore, to gener-
ate texts for these languages with a neural architec-
ture but without large datasets and substantial computa-
tional resources—required for extensive pretraining of
encoder-decoder models—we are left with two options:

Using a multilingual NLG system that supports the
low-resource language in which we wish to generate
text. The options are limited here, with the multilingual
generation models ProphetNet-Multi (Qi et al., 2021b)
and mBART-50 (Tang et al., 2020) currently being the
models supporting the most languages (52 and 50 re-

spectively, including some low-resource ones). The
possible downside of using this approach is the so-
called curse of multilinguality (Conneau et al., 2020),
i.e., a trade-off between the number of languages the
model supports and the overall decrease in performance
on monolingual and cross-lingual benchmarks.

Training a multilingual encoder-decoder NLG sys-
tem from scratch, with the downside being that the
performance of the model will be most likely directly
correlated to the amount of available training data. One
possible solution to partially circumvent this problem
is to employ an approach proposed by Rothe et al.
(2020), which relies on the usage of two pretrained
transformers, combined into an encoder-decoder NLG
architecture. In this case, only the cross-attention layer
needs to be trained from scratch, and since the com-
bined model can leverage the knowledge gained during
the language model pretraining, it requires less train-
ing data for optimal performance, at least in theory. An
upside of this approach is that these multilingual pre-
trained transformer-based language models (Vaswani
et al., 2017) have been recently trained for a plethora
of low-resource languages1, meaning that this approach
can be used for much more languages than by using a
pretrained multilingual NLG system.
While automatic summary generation is very popular,
generation tasks, which focus on production of more
creative content such as headlines or slogans, receive
less focus. However, a headline can also be considered
as a sort of summary, since it is a vehicle that carries the
most important information about the news article con-
tent. The newest approaches for headline generation

1The Huggingface library currently offers pre-
trained transformers for 168 languages: https:
//huggingface.co/models

https://huggingface.co/models
https://huggingface.co/models
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based on this idea have obtained promising results, but
this research is once again mostly focused on English
(Shen et al., 2016). On the down side, these approaches
are difficult to employ in real-life scenarios due to a
special type of overfitting called “hallucination”, where
the system produces non-factual outputs that are not
based on the data presented in the input (Reiter, 2018;
Dušek et al., 2019). This severely limits the applica-
tion of these systems in the domain of newspaper arti-
cles, where the production of factual text is essential.
These systems also lack interpretability and their eval-
uation could be unreliable unless conducted manually
by humans. It has been shown that commonly used au-
tomated evaluation metrics do not necessarily correlate
well with human judgement (Reiter and Belz, 2009;
Dušek et al., 2018).
We tackle some of the problems and research gaps in-
troduced above. These are our main contributions:

• We address the generation of creative texts, news
headlines, in a low-resource multilingual setting
with neural encoder-decoder architectures. More
specifically, we compare the two distinct ap-
proaches for NLG described above. In the first
approach, we use a pretrained monolingual NLG
system BART (Lewis et al., 2020) or multilingual
mBART (Liu et al., 2020) (depending on the lan-
guage). In the second approach, we train the NLG
model from scratch, relying on pretrained BERT
models combined into an NLG encoder-decoder,
same as in Rothe et al. (2020)2.

• We explore two techniques for reducing the
needed amount of training data, namely data aug-
mentation and domain-specific pretraining. We
focus on evaluating how these strategies affect
both types of models and conclude that they have a
significant influence only in the second approach,
where pretrained BERT models are combined into
an NLG encoder-decoder.

• We propose two evaluation measures that have
not been applied for headlines generation in the
literature. Both measures focus on the seman-
tic similarity between correct and generated head-
lines and therefore complement the established
ROUGE score, which measures a word overlap
and was criticized in the past for not considering
semantic similarity.

• We offer a manual error analysis in order to de-
termine how the proposed data augmentation and
pretraining tactics affect both models and to pin-
point mistakes specific for each model.

2The code for experiments is available under the MIT
licence at https://gitlab.com/matej.martinc/
low_resource_headline_generation.

2. Related Work

As stated above, most recent approaches to headline
generation consider it as a summarization task and
employ state-of-the-art neural summarization models.
These models have been used to tackle several distinct
variants of the headline generation task, such as bilin-
gual headline generation (Shen et al., 2018), headlines
for community question answering (Higurashi et al.,
2018), multiple headline generation (Iwama and Kano,
2019) and also user-specific headline generation used
in the recommendation systems (Liu et al., 2018).

Liang et al. (2020) compare multiple text noising
strategies for training, showing large improvements on
the headline generation task. The best noising strategy
consists of sampling a number of token spans from the
original text with span lengths drawn from a Poisson
distribution, and then replacing each token span with a
single [MASK] token.

While most research is still focused on English, re-
cently some multilingual benchmarks for news head-
line generation were proposed. Among the well-known
benchmarks, X-GLUE (Liang et al., 2020) includes a
headline generation task, covering 5 high-resource lan-
guages (German, English, French, Spanish and Rus-
sian) and using BLEU-4 score as the metric. The
training dataset contains 300K examples, and devel-
opment and test datasets contain 10k examples. In
this benchmark, XLM-R (Conneau et al., 2020) and
M-BERT (Devlin et al., 2019), initialized as encoder-
decoder models and fine-tuned on the downstream task,
are outperformed by the Unicoder (Huang et al., 2019),
a universal language encoder trained to be language-
agnostic by being pretrained on cross-lingual tasks.

A more general benchmark for text generation is
GLGE3, including 4 abstractive text summarization
tasks, CNN/DailyMail (Hermann et al., 2015) (See et
al., 2017), Gigaword (Rush et al., 2015) (Graff et al.,
2003), XSum (Narayan et al., 2018), and MSNews.
Gigaword and MSNews both use news headlines as
targets, while in the other two tasks informative sum-
maries need to be generated. All tasks are in English,
and the benchmarks are divided into three versions,
from easy to hard. Prophetnet (Qi et al., 2020) and its
other version ProphetNet-X (Qi et al., 2021a) beat Uni-
coder on this second benchmark, but are outperformed
by BART (Lewis et al., 2020) on the hard version of the
benchmark. ProphetNet and BART were also trained
on a multilingual corpus. ProphetNet-Multi is trained
on the 101GB Wiki-100 corpus and 1.5TB Common
Crawl2 data. Similarly, mBART, which we employ in
this study and is described in more detail in Section
3.1, is trained on 25 languages and its bigger version
mBART-50 on 50 languages.

3https://github.com/microsoft/glge

https://gitlab.com/matej.martinc/low_resource_headline_generation
https://gitlab.com/matej.martinc/low_resource_headline_generation
https://github.com/microsoft/glge
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3. Methodology
3.1. The Models
For our experiments, we use two state-of-the-art sum-
marization systems. The first system is BART (Lewis
et al., 2020), a denoising autoencoder for pretraining
sequence-to-sequence models4. BART employs a stan-
dard transformer-based neural machine translation ar-
chitecture and is pretrained on several denoising tasks,
in which the original text is corrupted and the model is
trained to generate an uncorrupted output. The train-
ing corpus is corrupted by either randomly shuffling
the original sentences or by using an in-filling scheme,
where spans of text are replaced with a single mask to-
ken. BART achieved new state-of-the-art results on a
set of tasks, among them classification, question an-
swering, and summarization. We employ BART for
English, while for experiments on Estonian and Croat-
ian we use its multilingual version mBART-50 (Tang et
al., 2020).
The other approach, proposed in Rothe et al. (2020),
relies on a combination of pretrained transformer-based
language models. Using one language model as an en-
coder and the other as a decoder, the authors demon-
strate the efficacy of pretrained language models for
sequence generation, leading to state-of-the-art results
on several tasks, among which machine translation and
text summarization. We use as encoders and decoders
two pretrained BERT models (Devlin et al., 2019),
which are available for all languages covered in our ex-
periments, and name this approach BERT-ED.
The main difference between the two approaches is
that BART has already been pretrained as an encoder-
decoder model on a large corpus consisting of books
and Wikipedia (i.e. the same corpus as BERT), and
mBART-50 on a large dataset containing texts from
50 languages extracted from the Common Crawl (CC)
(Wenzek et al., 2020). On the other hand, BERT-ED
consists of two pretrained BERT models5 connected by
a cross-attention layers, which are randomly initialized.
We suspect this difference would result in a gap in per-
formance between the two systems when trained on a
relatively small corpora in a low-resource setting. We
hypothesise that while BART will be harder to adapt
for a specific headline generation task due to its exten-
sive pretraining as an encoder-decoder, it would nev-
ertheless return semantically and grammatically bet-
ter headlines. Since the cross-attention layer in the
system composed of two BERT models has not been
pretrained, this approach might require more training
data to generate semantically and grammatically cor-

4We opted to test this model instead of the alternative
ProphetNet-X (Qi et al., 2021a) since it is more compara-
ble in size to the other tested model BERT-ED (see below),
making the comparison fairer.

5For English we used two “bert-base-uncased” mod-
els, for Estonian and Croatian we used the FinEst BERT
and CroSloEngual BERT described in (Ulčar and Robnik-
Šikonja, 2020), respectively.

rect headlines. It would nevertheless be easier to adapt
to a specific task and domain at hand.

3.2. Training Schemes
As mentioned above, our main focus is to evaluate
these systems in a low-resource setting. Most related
work train neural models on large datasets consisting
of more than 100,000 documents. In contrast, we test
the models in a low-resource setting, on datasets rang-
ing from 10 000 to roughly 30 000 documents, and in-
vestigate whether using and combining different pre-
training schemes can improve the performance of the
model. More specifically, we test three distinct pre-
training techniques:

• Text infilling: As proposed by Lewis et al.
(2020), about 20% of the training corpus is cor-
rupted by an in-filling scheme, where spans of
text are replaced with a single mask token. The
encoder-decoder is then trained to generate the
original text from the corrupted input.

• Sentence shuffling: Same as in Lewis et al.
(2020), the input sentences are randomly shuffled
and the model is trained to generate the original
text with the correct sentence order.

• 2 tasks: The model is first trained to restore the
correct order of shuffled sentences and than to re-
store the corpus corrupted by the text in-filling
scheme.

Note that pretraining is performed using only the head-
line generation training dataset and no additional data is
used. This way, we inspect if the model’s performance
can be improved by extensive pretraining instead of ob-
taining more data.

3.3. Data Augmentation
To increase the size of the training corpus we employ
several data augmentation techniques.

• BERT-based augmentation: 20% of the words
in the news article are masked. Then, the masked
article is fed to the BERT model, who proposes
probable candidates for the masked tokens. These
tokens are replaced by the most probable candi-
dates, creating new articles to be added to the
training set.

• Word2vec augmentation: For each news article
in the train set, we replace random words in the
articles by synonyms proposed by the Word2vec
model.6

6We set the number of runs parameter to 5 and probability
of replacement to 0.3 (i.e., the algorithm goes through the
text five times and tries to augment each sentence with a 0.3
probability). English word2vec embeddings are trained on
the Google News dataset, Croatian word2vec embeddings are
trained on the Croatian Web Corpus (HrWAC) (Ljubešić and
Erjavec, 2011) while the Estonian embeddings are trained on
the Estonian Reference Corpus (Kaalep et al., 2010).
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• Wordnet augmentation: This method is similar
to the previous one, but replacement candidates
are obtained from Wordnet.

• EDA augmentation: EDA, proposed by Wei and
Zou (2019), consists of four operations: Wordnet
synonym replacement, random insertion, random
swap, and random deletion.

• Mixed augmentation: Each article in the train set
is first augmented with Word2vec. The augmented
article is fed to the EDA-based augmentation and
the output of this augmentation is additionally fed
to the Wordnet-based augmentation.

All augmentation techniques except for BERT have
been previously established and are available in the
TextAugment library7: For English, we used all aug-
mentation strategies. For Croatian and Estonian only
BERT and word2vec augmentations are available since
Wordnet is not available for these languages.
For each original article in the train set, we generate
5 augmented articles using the algorithms described
above. These new articles are inserted into the original
training set and used for training of the headline gener-
ation model. We opted to generate five augmented texts
per article, as initial experiments suggested that using
a smaller number results in an insufficient increase of
the training dataset, and using a larger number results
in repetitions of the training examples.

3.4. Evaluation
For evaluation, we employ the ROUGE score, which
is the current standard for evaluating generated sum-
maries and headlines. However, ROUGE score does
not necessarily have sufficient correlation with human
judges (Reiter and Belz, 2009; Dušek et al., 2018) be-
cause it only compares n-gram overlap and therefore
does not represent well the semantic similarity between
true and generated headlines. To alleviate this problem,
we propose two new evaluation measures that consider
semantic similarity. The first measure, semantic sim-
ilarity (SS), measures cosine distance (CD) between
the embedding of the true and generated headline. We
employ sentence transformers (Reimers and Gurevych,
2019) for generating embeddings for true and gener-
ated headlines.8 The second evaluation approach is
motivated by Yin et al. (2019), who used a pretrained
natural language inference (NLI) sequence-pair classi-
fier as a zero-shot text classifier. Considering the true
headline as the “premise” and each generated headline
as the “hypothesis”, we use the NLI model to predict
whether the premise entails the hypothesis. We take the

7https://github.com/dsfsi/textaugment
8More specifically, we employ the “sentence-

transformers/paraphrase-MiniLM-L6-v2” for experiments
on English and “sentence-transformers/paraphrase-xlm-r-
multilingual-v1” for experiments on Croatian and Estonian.
Both models are available in the Huggingface library.

probability of the entailment between a true and a gen-
erated headline as a measure of headline quality. Note
that this measure is only used for English experiments,
since there is no available model pretrained for NLI that
covers Croatian and Estonian.9

4. Experiments
4.1. Experimental Setting
Experiments were conducted on three datasets, namely
the Estonian ExM news article dataset (Purver et al.,
2021a), the Croatian 24sata news article dataset (Purver
et al., 2021b) and the English KPTimes dataset (Gallina
et al., 2019). The dataset statistics are presented in Ta-
ble 1. For Croatian and Estonian, we use the same train
and test dataset splits as in the recent study on keyword
extraction (Koloski et al., 2021).
The English dataset is included in our experiments to
serve as a benchmark for several comparisons. First,
we wish to research whether there is a discrepancy in
the quality of produced headlines between English (for
which most NLG models are originally produced) and
two low-resource languages, Estonian and Croatian.
Second, besides conducting low-resource experiments,
the abundance of resources in English allows us to ob-
tain results for the high-resource scenario, to which we
can compare our low-resource results. For this reason,
we use both the large KPTimes train set, containing
about 260,000 news articles, and the original KPTi-
mes validation set, containing 10,000 articles, which
we employ as a ‘low-resource’ English train set and
train models on it. Since we do not use these datasets as
training and validation sets, we refer to them as 260K
and 10K respectively to avoid terminology confusion.
Both BART and BERT-ED approaches are first tested
in a high resource scenario, i.e., by training them on
the 260K KPTimes train set. The results of these ex-
periments are used as a reference point of how well
these models work in an ideal scenario with plenty of
data available, to which we can compare results of our
low-resource experiments. Next, both of these models
are trained on the 10K set, the Estonian train set, and
the Croatian train set without any additional pretrain-
ing or data augmentation. These low-resource refer-
ence points are used as baselines that we want to im-
prove through various pretraining and data augmenta-
tion methods.
In our experiments, we employ the same training and
generation regime for both models. The input news ar-
ticles are truncated at 128 tokens, since we assume that
the most important content of the news, to which the
title most likely refers to, is covered at the beginning of
the article. The length of the output is limited to 30 to-
kens; finally, for generation we employ a beam search
of size 5 and early stopping10.

9For English, we employ the “typeform/distilbert-base-
uncased-mnli” for entailment predictions.

10We pretrain all models for 10 epochs per task, using

https://github.com/dsfsi/textaugment
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Figure 1: Average increase in performance for pretraining and data augmentation approaches for both models
across the three languages according to five evaluation measures: three ROUGE scores, semantic similarity (SS)
and NLI (only for English).

Language train set test set
English 260K (KPTimes train) 259,923 10,000
English 10K (KPTimes valid) 10,000 10,000

Croatian 32,223 3,582
Estonian 10,750 7,747

Table 1: News datasets used for empirical evaluation of
headline generation (number of documents).

4.2. Results
The results of the experiments on the English dataset
are presented in Table 2 and the results of the experi-
ments on Estonian and Croatian datasets are presented
in Table 311.
Both BERT-ED and BART models perform well in the
ideal high-resource scenario when trained on the large
260K train set (see approaches labeled as “BASELINE
260K” for both English models), with BART outper-
forming BERT-ED by roughly 4 points according to all
three ROUGE scores, by about 2 points according to
SS and by almost 5 points according to NLI.
On the other hand, when the models are compared in
a low-resource scenario, the gap between the model’s
performance drastically increases (see approaches la-
beled as BASELINE for Estonian and Croatian models

the default learning rate of 2e − 5. The same configura-
tion is employed during the headline generation fine-tuning.
The number of epochs was chosen empirically, on the basis
of initial experiments that suggested that a more extensive
pretraining/fine-tuning could result in overfitting.

11Note that we report results for single runs and not for
averages across several random seeds due to computational
constraints. While results for single runs are indeed less re-
liable, main claims we make should however not be affected
by this shortcoming, since they are based on substantial dif-
ferences in performance according to all evaluation criteria.

and the approach labeled as “BASELINE 10K” for En-
glish models). For example, the English BART model
trained on the English 10K dataset outperforms BERT-
ED trained on the same dataset by about 20 points ac-
cording to ROUGE-1, by about 10 points according to
ROUGE-2 and NLI, by about 16 points according to
ROUGE-3, and by about 25 points according to SS.
This is due to the drastic decrease in BERT-ED’s per-
formance when trained on the small 10K dataset. Sim-
ilar phenomena can be observed for the other two lan-
guages, Croatian and Estonian, with the performance
being especially bad on the Estonian corpus, where the
model has trouble converging and achieves very low
ROUGE scores.
While the results for BERT-ED clearly indicate that
only training the model from scratch on a corpus of
limited size is not a viable option, BART-based models
on the other hand show more robust performance, even
when trained in the low-resource scenario. For English,
training the BART model on the 10K dataset results in
a modest drop of about 3 points according to all crite-
ria, when compared to the BART model trained on the
260K dataset. The results for Estonian and Croatian
are worse, yet still much better than for the BERT-ED-
based models. On Estonian, the multilingual mBART
model achieves ROUGE-1 of 26.2, ROUGE-2 of 12.3,
ROUGE-L of 24.3 and SS score of 56.7.
While comparison of ROUGE and SS scores across
languages is problematic,12 these scores—and the man-
ual inspection confirming the quality of the produced
headlines—indicate that an extensively pretrained mul-
tilingual model can be successfully applied in a low-

12This is especially true when comparison needs to be
made between a morphologically rich language, such as Es-
tonian, and a morphologically less diverse language, such as
English.
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Approach ROUGE-1 ROUGE-2 ROUGE-L SS NLI

English BERT-ED-based models

BASELINE
10K 10.2 1.4 9.6 26.7 15.4
260K 27.6 10.1 25.1 52.8 32.1

AUGMENTATION

bert 13.2 3.0 2.3 0.9 12.2 2.6 33.4 6.7 15.7 0.3
w2v 9.7 -0.5 1.6 0.2 8.9 -0.7 28.3 1.6 14.9 -0.5
mix 10.4 0.2 1.7 0.3 9.6 0.0 25.6 -1.1 13.1 -2.3
eda 12.8 2.6 2.2 0.8 11.9 2.3 32.4 5.7 15.2 -0.2
wordnet 12.4 2.2 2.1 0.7 11.5 1.9 31.8 5.1 15.2 -0.2

PRETRAINING
infilling 11.7 1.5 1.9 0.5 10.7 1.1 33.6 6.9 18.9 3.5
shuffling 12.9 2.7 2.6 1.2 11.8 2.2 37.5 10.8 18.8 3.4
2 tasks 16.5 6.3 4.6 3.2 15.1 5.5 43.9 17.2 25.9 10.5

English BART-based models

BASELINE
10K 29.0 10.9 26.0 52.5 34.1
260K 31.9 13.1 28.7 55.0 36.8

AUGMENTATION

bert 28.5 -0.5 10.5 -0.4 25.6 -0.4 52.4 -0.1 34.0 -0.1
w2v 27.8 -1.2 10.1 -0.8 25.1 -0.9 51.4 -1.1 32.0 -2.1
mix 27.7 -1.3 10.2 -0.7 25.0 -1.0 51.0 -1.5 32.2 -1.9
eda 28.3 -0.7 10.4 -0.5 25.5 -0.5 52.2 -0.3 33.2 -0.9
wordnet 28.2 -0.8 10.3 -0.6 25.3 -0.7 52.0 -0.5 33.4 -0.7

PRETRAINING
infilling 29.0 0.0 10.9 0.0 26.0 0.0 52.7 0.2 34.2 0.1
shuffling 28.8 -0.2 10.8 -0.1 25.9 -0.1 52.5 0.0 34.3 0.2
2 tasks 28.7 -0.3 10.7 -0.2 25.9 -0.1 52.4 -0.1 34.1 0.0

Table 2: Results of experiments on the English datasets. Best results in a low resource setting (i.e., excluding
the BART and BERT-ED models trained on English 260K dataset) per evaluation measure are bolded. For each
measure, we report its absolute value (the first number) and the difference with the baseline model (the second,
colored, number). Since all experiments with data augmentation and pretraining are run on the 10K dataset,
differences are computed respectively to the 10K baseline, i.e. the first row of results for each model.

resource scenario. The mBART results for Croatian are
worse, which is interesting, since the Croatian train set
is three times the size of the Estonian one. They can
nevertheless be explained by the fact that mBART-50
was pretrained on a much smaller Croatian corpus than
the Estonian one (Tang et al., 2020).
Next, we discuss the results of the data augmenta-
tion and pretraining experiments. Generally speak-
ing, the results indicate that these experiments have
on the one hand a significant influence on the perfor-
mance of BERT-ED-based models and a negligible in-
fluence on the performance of the BART-based mod-
els. When it comes to English data augmentation, all
but one (Word2Vec augmentation) method manage to
beat the BERT-ED 10K baseline score. The biggest
improvement can be observed for the BERT augmen-
tation. Decent improvements according to all criteria
can also be observed when EDA and Wordnet augmen-
tation are used. Mix augmentation does not work that
well, probably because texts become very different af-
ter the multi-step process and not always preserve the
original meaning. It is hard to fine-tune augmentation
parameters, since this would require retraining of the
corresponding headline generation model.
For Croatian, the data augmentation improvements are
smaller than for English; BERT data augmentation
does not work at all. As the Croatian training dataset
is three times bigger than the English and Estonian
ones, we deduce that increasing the dataset size with

data augmentation techniques might be less beneficial
for larger datasets. The highest improvements over
the BERT-ED baseline for data augmentation are ob-
served for the Estonian dataset. Indeed, the BERT-
ED baseline—which most likely did not converge due
to the lack of training data—returns mostly repeti-
tive or empty strings, while data augmentations appar-
ently creates enough additional training data to gener-
ate more coherent content.
For the BART-based models, all data augmentation
strategies lead to scores lower than the baseline for
all languages. While the reduction is in most cases
minimal, these scores nevertheless do indicate that the
augmented data is not of sufficient quality for the pre-
trained model to obtain useful information that can be
successfully leveraged during NLG training.
By pretraining the BERT-ED-based models, using
text infilling and sentence shuffling tasks, on the same
datasets on which they are later fine-tuned for headline
generation, we obtain substantial performance boosts.
The increase in performance is even larger than with
data augmentation. For English and Estonian, it is es-
pecially useful to apply both pretraining regimes, sen-
tence shuffling and text infilling, sequentially (see the
row in Tables 2 and 3 labeled as “PRETRAINING 2
tasks”). For Croatian, text infilling works slightly bet-
ter than sentence shuffling according to most criteria,
but combining these two approaches does not improve
the performance.
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Approach ROUGE-1 ROUGE-2 ROUGE-L SS

Croatian BERT-ED-based models
BASELINE 9.6 1.0 8.9 29.7

AUGMENTATION
bert 2.5 -7.1 0.0 -1.0 2.5 -6.4 10.2 -19.5
w2v 11.0 1.4 1.4 0.4 0.1 1.1 33.7 4.0

PRETRAINING
infilling 16.6 7.0 4.2 3.2 14.8 5.9 44.9 15.2
shuffling 15.2 5.6 3.6 2.6 13.4 4.5 43.9 14.2
2 tasks 15.4 5.8 4.2 3.2 13.6 4.7 45.9 16.2

Croatian BART-based models
BASELINE 20.5 7.3 18.1 49.6

AUGMENTATION
bert 19.8 -0.7 6.8 -0.5 17.6 -0.5 49.8 0.2
w2v 18.3 -2.2 5.8 -1.5 16.3 -1.8 47.9 -1.7

PRETRAINING
infilling 21.0 0.5 7.5 0.2 18.6 0.5 51.1 1.5
shuffling 21.2 0.7 7.4 0.1 18.7 0.6 50.8 1.2
2 tasks 20.8 0.3 7.2 -0.1 18.4 0.3 50.9 1.3

Estonian BERT-ED-based models
BASELINE 3.9 0.3 3.8 17.9

AUGMENTATION
bert 9.8 5.9 2.5 2.2 9.4 5.6 36.9 19.0
w2v 8.5 4.6 2.1 1.8 8.1 4.3 34.4 16.5

PRETRAINING
infilling 13.9 0.1 4.3 4.0 13.2 9.4 44.0 26.1
shuffling 11.3 7.4 2.8 2.5 10.7 6.9 40.7 22.8
2 tasks 17.6 13.7 6.5 6.2 16.3 12.5 49.8 31.9

Estonian BART-based models
BASELINE 26.2 12.3 24.4 56.7

AUGMENTATION
bert 25.4 -0.8 11.6 -0.7 23.8 -0.6 55.9 -0.8
w2v 23.0 -3.2 9.8 -2.5 21.5 -2.9 53.5 -3.2

PRETRAINING
infilling 27.1 0.9 12.9 0.6 25.2 0.8 57.2 0.5
shuffling 26.6 0.4 12.6 0.3 24.8 0.4 56.9 0.2
2 tasks 26.6 0.4 12.3 0.0 24.6 0.2 56.6 -0.1

Table 3: Results of experiments on the Croatian and Estonian datasets. Best results per language and per evaluation
measure are bolded. For each measure, we report its absolute value (the first number) and the difference with the
baseline model (the second, colored, number). The differences are computed in respect to the baseline.

Pretraining the BART-based models leads to small im-
provements for Estonian and Croatian, and to small re-
duction for English. The monolingual English BART,
which was extensively pretrained on a massive English
corpus using the same denoising tasks we employ here,
apparently does not profit from the additional pretrain-
ing on a small corpus. The pretraining experiments for
the multilingual mBART-50 on the other hand consis-
tently show small improvements across all three pre-
training regimes and for both languages.

The average increase in performance for data augmen-
tation and pretraining across all languages and for both
models is visualized in Figure 1. It is visible that the
employment of data augmentation or pretraining leads
to on average much larger increase in performance
when BERT-ED-based models are used. The measure
that benefits the most from these additional steps is
ROUGE-2, most likely since this is the hardest criterion
of the model’s quality, which is only slightly above zero
for most baseline BERT-ED-based approaches. On the
other hand, the figure clearly shows that both pretrain-
ing and data augmentation have only a marginal effect

on the BART-based models.

5. Qualitative results
We manually checked the outputs of several English
models. The BART model, fine-tuned on the 10K
dataset produces one of the the best results. However, it
can hallucinate (see Example 2 in Table 4) or shift the
focus of the headline. The manual inspection did not
reveal any large differences between the BART-based
model trained on the 10K dataset and on the 260K
dataset. Interestingly, Example 1 results in identical
outputs for BART models trained on both datasets, as
well as in all other modifications we try with BART.
Variation between outputs are rare and, in most cases,
not significant; thus, it is hard to judge which outputted
headline is better. On the contrary, the performance of
the BERT-ED-based model trained on the 10K dataset
drops drammatically compared to the one trained on
the 260K dataset, as could be seen in the same table. In
most cases, it produces ungrammatical sequences with
many repetitions.
Data augmentation only slightly improves the perfor-
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EXAMPLE 1 EXAMPLE 2
True headline martial law is rescinded in a philippine

province
fighting n. y. c. soda ban, industry fo-
cuses on personal choice

BART 260K philippine president lifts martial law soda industry fights new york city’s soda
ban

BART 10K philippine president lifts martial law soft-drink industry takes aim at sugary
drinks

BERT-ED 260K philippine president lifts martial law in
southern philippines

soft - drink industry seeks to fight sugary
drinks ban on sugary drinks

BERT-ED 10K obama’s court’s ban in court in new yorks’s york taxs’s taxs s
BERT-ED 10K + BERT aug philippines’s ban in philippines’ ban in

philippines’ ban in philippines
in new york city, new york city’s new
york city’s bans law

BERT-ED 10K + shuffling philippines : lawmakers seek lawmaker’s
ban on lawmakers obama lawmakers ar-
royo’s lawmakers arroyo’s lawmakers

u. s. and new york’s new new york city
mayor’ campaign campaign moves new
york’s mayor’s campaign campaign

BERT-ED 10k + infilling new new new new york city party party
leader s. o. p. s. a. leader s. o. p.

philippines : s. o. p. to be suspended s.
a. lawmakers s. ban s. a.’s

BERT-ED 10K + 2 tasks president’s decision to rebuke military
law ends in conflict philippines arroyo’s
rebuke philippines’s supreme court in

new yorkers face a challenge to soda in-
dustry in new yorkers in new yorkers’
campaign campaign in new york city’s

Table 4: Examples of English headlines generated by various models.

mance on English. According to numerical results in
Table 3, the best augmentation method is BERT-based
augmentation. However, as could be seen in Table 4,
the outputs are still ungrammatical, though the mean-
ing is closer to the true headlines. Similar results were
obtained with other augmentation strategies.
Pretraining has a more positive effect, though repeti-
tions and hallucinations are still possible, as can be
seen in the last row in Table 4. Pretraining results in
much longer output sequences, where in most of the
cases only the first 5-6 words make sense, and then the
model starts making repetitions as if it did not know
where to stop. All BERT-ED-based models overuse
possessive suffixes in an ungrammatical way. Text in-
filling strategy also results in overusing of abbrevia-
tions, though this problem disappears in a “2-task” pre-
training (the last two rows in Table 4).

6. Conclusion
We investigated two systems for headline generation
in a multilingual low-resource scenario. The first op-
tion is the employment of a pretrained multilingual
encoder-decoder summarization model and the second
one is combining two pretrained language models into
an encoder-decoder architecture that is trained from
scratch. We suggest that if the first option is avail-
able, i.e., there exists a pretrained multilingual NLG
model for a specific low-resource language, it should
be picked over the second one. The successful training
of a randomly initialized cross-attention layer, connect-
ing the two language models, is crucial for the model’s
performance and is dependent on a large corpus, such
as the KPTimes train dataset containing round 260 K
document. However, even in that scenario, the BERT-
ED model is outperformed by an English BART model.
While pretraining and data augmentation can drasti-
cally improve the performance of the BERT-ED mod-
els, it has little effect on the BART-based models,

which have already been extensively pretrained on the
same denoising tasks, text infilling and sentence shuf-
fling, that we employ. Results also suggest that pre-
training is a better option than data augmentation since
the improvements are larger and since data augmenta-
tion had a negative effect on the performance of the
BART-based models.
The best performance is achieved by the BART model
trained on a large KPTimes train set. While this indi-
cates that currently there is still no substitution for a
large dataset, the BART model trained on the magni-
tudes smaller 10K dataset nevertheless still offers com-
petitive performance. Scores that mBART achieves on
the Estonian and Croatian datasets are lower, which
could be caused by the fact that these languages are
morphologically much richer languages than English.
It might however also indicate that multilingual models
cannot compete with the monolingual one, confirming
the curse of multilinguality (Conneau et al., 2020).
On top of ROUGE-1, -2 and -L, we use two evalu-
ation metrics that are less broadly used in the litera-
ture, measuring semantic similarity (SS) and sentence
entailment (NLI). They are globally highly correlated
with ROUGE scores, but allow for more fine-grained
comparison when evaluating the impact of different
augmentation and pretraining regimes.
The main focus of the future work will be on improv-
ing the quality of generated headlines in low-resource
scenarios, by (1) introducing novel pretraining tasks
and data augmentation techniques and by (2) pretrain-
ing monolingual encoder-decoder models on denoising
tasks on as large corpora as can be obtained for low-
resource languages.
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