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Abstract
Pre-trained language models have become crucial to achieving competitive results across many Natural Language Processing (NLP)
problems. For monolingual pre-trained models in low-resource languages, the quantity has been significantly increased. However,
most of them relate to the general domain, and there are limited strong baseline language models for domain-specific. We introduce
ViHealthBERT, the first domain-specific pre-trained language model for Vietnamese healthcare. The performance of our model
shows strong results while outperforming the general domain language models in all health-related datasets. Moreover, we also
present Vietnamese datasets for the healthcare domain for two tasks: Acronym Disambiguation (AD) and Frequently Asked Questions
(FAQ) Summarization. We release ViHealthBERT to facilitate future research and downstream applications for Vietnamese NLP in
domain-specific. Our dataset and code are available in https://github.com/demdecuong/vihealthbert.

Keywords: Low-resource language, language model, healthcare, acronym disambiguation, summarization
i denotes equal contribution

1. Introduction

Recent large-scale language models show remarkable
achievements in key NLP tasks such as Question An-
swering (Devlin et al., 2019) and Text Summarization
(Raffel et al., 2020). More research studies have dis-
covered multilingual language models for better per-
formance in a wide range of downstream tasks without
considering its language, and lots of low-resource lan-
guages benefit from this. (Devlin et al., 2019; Conneau
and Lample, 2019; Conneau et al., 2020; Lan et al.,
2020). However, in low-resource languages, monolin-
gual language models still demonstrate their superior-
ity on general domain benchmarks (Wu and Dredze,
2020). Leveraging mBERT(Devlin et al., 2019) and
ELECTRA(Clark et al., 2020) method, viBERT and
vELECTRA(Bui et al., 2020) have been proposed and
showed superior performance in Vietnamese Named
Entity Recognition (NER) and POS Tagging tasks.
Then PhoBERT (Nguyen and Tuan Nguyen, 2020) in-
troduces the first large-scale BERT-based Vietnamese
language model and becomes a strong baseline for
Vietnamese NLP tasks, which utilizes a high-volume
corpus of news following RoBERTa(Liu et al., 2019)
training strategy.
While domain-specific language models are abundant
(Lee et al., 2020; Rasmy et al., 2021; Roy and Pan,
2021; Gu et al., 2021), studies addressing Vietnamese
domain-specific tasks are few and far between, as ex-
isting Vietnamese language model studies still focus on
the general domain. The first and the only is a language
model for legal-domain (Chau et al., 2020) that applies
for Vietnamese legal text retrieval, but the study meets
the problem of limited pre-training dataset and bench-

marks.
In the healthcare domain, leveraging general do-
main pre-trained weights for downstream tasks is
not straightforward for a low-resource language like
Vietnamese. There are some attempts to popu-
late Vietnamese healthcare corpora. The COVID-19
NER (COVID-19 Named Entity Recognition for Viet-
namese) dataset (Truong et al., 2021) is the first re-
ported dataset related to the healthcare domain, which
is based on news text. Then the ViMQ (Vietnamese
Medical Question) dataset (Huy et al., 2021) is in-
troduced for developing healthcare chatbots, which is
originated from medical questions. Anyway, NLP for
the Vietnamese healthcare domain is still juvenile due
to some challenges, including the lack of centralized
storage for healthcare corpora like Pubmed1. Elec-
tronic Health Records (EHRs) are limited by outdated
healthcare systems.
Due to the above concerns, we introduce acrDrAid, a
human-labeled dataset for the Acronym Disambigua-
tion (AD) task. This is the first AD dataset in Viet-
namese, to the best of our knowledge. To examine
the model in the text generation task, we propose Fre-
quently Asked Questions (FAQ) Summarization data
to summarize FAQ questions. We also empirically
demonstrate the performance of the model on domain-
specific downstream tasks with a multi-task learning
strategy. We also show our experiments in extracting
sentences from a large-scale corpus related to our tar-
get domain. The model and its variations are publicly
released in transformers2 (Wolf et al., 2020) un-

1http://www.ncbi.nlm.nih.gov
2demdecuong/vihealthbert-base-word

https://github.com/demdecuong/vihealthbert
http://www.ncbi.nlm.nih.gov
demdecuong/vihealthbert-base-word
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Figure 1: Overview of the pre-training and fine-tuning of ViHealthBERT.

der the name ViHealthBERT. The overall process of
pre-training and fine-tuning ViHealthBERT is demon-
strated in Figure 1.
Our contributions are summarized as follows:

• We present the first monolingual pre-trained Viet-
namese language model for healthcare.

• We empirically investigate our model with dif-
ferent training strategies, achieving state-of-the-
art (SOTA) performances on four downstream
tasks: COVID-19, Medical Question Answering,
Acronym Disambiguation, and Summarization.

• We introduce two Vietnamese datasets: the
acrDrAid dataset and the FAQ summarization
dataset in the healthcare domain. Our acrDrAid
dataset is annotated with 135 sets of keywords.

• We experiment two approaches for the text mining
process to select more data in low-resource lan-
guage on a specific domain.

2. Dataset
We introduce two datasets to benchmark our language
model in the health domain: acrDrAid and FAQ Sum-
marization. An example of both datasets is illustrated
in Figure 2.

2.1. acrDrAid
Acronym Disambiguation is the task of correctly iden-
tifying the expansion of an acronym in a given con-
text. arcDraid is a Vietnamese dataset for AD that con-
tains radiology reports from Vinmec hospital3, Viet-
nam. Upon typing radiology reports, radiologists tend
to use acronyms to save time. However, patients do not
benefit from such acronyms due to the lack of medical
background, leading to an incomplete understanding of
the report. arcDrAid aims to facilitate the development
of acronyms expansion tools, which helps both parties,

3https://vinmec.com/

Properties Train Dev Test
no. samples 4000 523 1130
average input length 30.52 29.92 32.23
no. unique acronym 109 109 135
average no. expansion
per acronym

3.16 3.19 3.04

no. of unique expan-
sion

276 182 279

average acronym ex-
pansion length

2.064 2.064 2.067

prob. overlap acronym
over train set 100% 100% 80.74%

prob. overlap expan-
sion over train set

100% 97.8% 77.06%

Table 1: Statistics of acrDrAid dataset. The stats are
calculated in syllable-level unit.

radiologists and patients. Radiologists can speed up
their typing process while patients still receive a full
report with good transparency.
Before annotation, a dictionary of acronyms and their
possible expansions are generated as follows: All noun
phrases (NP) from the radiology reports corpus are ex-
tracted with 4underthesea pos-tagger. The 1000 can-
didates of 75000 NPs with the highest occurrence fre-
quencies in the radiology reports corpus are selected
for the dictionary keys using their abbreviations. Each
dictionary entry refers to a list of possible expansions
using such initials found in the radiology reports cor-
pus. Entries with only one expansion are removed.
In the annotation process, we employ three expert ra-
diologists to verify and resolve potential errors in the
dictionary. Each sample contains an acronym and the
paragraph in which it resides. The annotators have to
verify the samples if it satisfies all three conditions:

4https://github.com/undertheseanlp/
underthesea: Open-source Vietnamese Natural Lan-
guage Process Toolkit

https://vinmec.com/
https://github.com/undertheseanlp/underthesea
https://github.com/undertheseanlp/underthesea
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Figure 2: Illustration of our proposed datasets. a) An example of acrDrAid dataset. b) An example of FAQ dataset.
The highlighted texts are words that are included in the source text. The English texts are the translation of the
Vietnamese texts.

• The expansion for the acronym is correctly
aligned with the sentence meaning.

• The expansions belong to the medical domain.

• The expansions are frequently used in radiology
reports.

Each sample is verified by all three radiologists. We
refer to a major voting scheme to finalize the label of
the dataset.
To this end, we assume that replacing expansion words
in a sentence with the corresponding acronym word
will not change the sentence’s meaning. We then ran-
domly split the dataset into train/dev/test sets with a
ratio of 7/1/2. The acrDrAid finally has 135 acronyms
and 424 expansion texts in total. The overall statistic of
the dataset is shown in Table 1.

2.2. FAQ Summarization
Text summarization is the task of shortening a long
document while retaining concise, readability, and cru-
cial information. In Frequently asked questions (FAQ)
summarization, the summarizer not only selects an in-
formative subset of words but also rephrases some ty-
pos and untechnical terms from the input question.
This would reduce the workload of the doctor in cat-
egorizing a huge amount of questions and summariz-
ing salient information. We introduce a sentence-level
FAQ summarization dataset which is a semi manual-
label dataset. This dataset is also a benchmark for the
generation task of the models.
We first crawl articles in the FAQ section from health-
care trustworthy sites, including Vinmec5 and Mev-

5https://www.vinmec.com

Properties Train Dev Test
no. samples 10621 1326 1330
avg. input length † 93.3 90.28 94.01
avg. input length ‡ 5.39 5.22 5.4
avg. summary
length †

9.8 10.07 9.88

avg. summary
length ‡

1.02 1.02 1.04

prob. target token is
included in input

77.7% 78.17% 71.81%

Table 2: Statistics of FAQ Summarization dataset.
prob. stands for probability. † and ‡ refers to word-
level and sentence-level respectively.

abe6. We use the titles as the summaries while the
question text is the input sequences. The title is a
summary of the content of the question, which makes
the user easily get their needs. We then segment the
crawled news articles using RDRSegmenter (Nguyen
et al., 2018) from VNCoreNLP (Vu et al., 2018). The
title of the question is human-written, so it satisfies the
abstractive summarization property.
We keep the training set as its origin and normalize the
gold label in the dev and test set. The normalizing pro-
cess is to mitigate no bias in the gold label; we ran-
domly get 1,500 samples to give to five annotators to
label based on our guidelines. This process aims to re-
fine spelling errors, missing punctuations, ambiguous
summaries into a clearer version (e.g. before: ”giá 5 in
1” (”price 5 in 1”); after ”giá vaxcin 5 in 1” (”price of
vaccine 5 in 1”)) while retaining the natural cohesion
of the summary and ensure the summary length must

6https://www.mevabe.vn

https://www.vinmec.com
https://www.mevabe.vn
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Dataset # Sent Domain
Vietnamese
Wikipedia

5M General

Vietnamese
news

96M General

Our mining
text (our)

4.7M Health, Medical

OSCAR’s se-
lected corpus
(TF)

25M Health, Medical, General

Table 3: Statistics of our pretraining dataset. M stands
for million.

be 1-2 sentences with less than 15 words. To finalize
the dataset, we have a meeting to discuss the annotated
labels and finalize the summary. This makes the sum-
mary near human-like, which is one of the properties
of abstractive summarization. The dataset has a total of
13277 samples, and the train/dev/test sets have a ratio
of 8/1/1; the statistics of our dataset are presented in
Table 2. Examples of acrDrAid and FAQ datasets are
shown in Figure 2.

3. ViHealthBERT
This section describes the architecture, pretraining
data, training strategy, and optimization setup for Vi-
HealthBERT.

3.1. Architecture
In this work, our ViHealthBERT has only one version
is ViHealthBERTbase using the same architecture of
BERTbase (Devlin et al., 2019), which has 12 stacked
encoder-only Transformer (Vaswani et al., 2017) lay-
ers, 768 hidden units and 12 attention heads. The large
version will be updated in future works.

3.2. Pretraining data
3.2.1. Selected corpus
The selected pretraining dataset is a concatenation of
two corpora : (i) our text mining corpus and (ii) se-
lected corpus from parts of OSCAR dataset (Ortiz
Suárez et al., 2019). Since we continually use the
weight of PhoBERT for self-supervised training, the
pretraining datasets of PhoBERT named Vietnamese
Wikipedia and Vietnamese news7 are also listed. The
Vietnamese Wikipedia dataset is the Vietnamese edi-
tion from Wikipedia Corpus used by mBERT(Devlin
et al., 2019) and XLM-R(Conneau et al., 2020). The
Vietnamese news dataset is mined from many topics
of news cites, but the healthcare-related topics are not
included. The statistic of our pretraining dataset is pre-
sented in Table 3.

7https://github.com/binhvq/news-corpus
crawled from a wide range of news websites and topics.

3.2.2. Text mining corpus
The corpus is gathered from a wide range of sources
that are specific to the medical domain, including Viet-
namese online news and hospital websites, scientific
journals, and textbooks. For online news and hospital
websites, articles from healthcare/medical sections are
crawled using keywords such as health, vaccine, med-
ical, and biomedical. For scientific journals, we ex-
tract the abstract of each article from Vietnamese Med-
ical Journal8, Journal of Health and Development Stud-
ies9, Journal of Medicine and Pharmacy10, and Medi-
cal Journal of Ho Chi Minh City11.a For textbooks, we
crawled the pdf version12 and parsed them into struc-
tured text. This corpus is carefully pre-processed to
clean noise, delexical emails, telephones, URLs, and
deduplicate similar sentences via edit-distance. The
cleaned corpus is used for self-supervised training of
the model. The statistics of our mining data are shown
in Table 3. More details on the sources and categories
of the corpus are in Section Appendix.

3.2.3. Data Selection
This section describes how we selected healthcare-
related sentences from the public dataset. Since data
mining is a laborious process, we also want to mitigate
that problem by utilizing a public dataset. We extract
healthcare-related sentences from 32GB Vietnamese
Corpus of OSCAR dataset (Ortiz Suárez et al., 2019)
with two approaches: Term-Frequency (TF) method
and Selector. The TF approach builds a high-quality
dictionary from our mining corpus and then uses Term
Frequency to select sentences based on the reference
dictionary. The Selector is a classifier model that learns
the joint domain of healthcare and general to classify a
new sample. Almost all Vietnamese public datasets,
such as (Raffel et al., 2020) and (Ortiz Suárez et al.,
2019) are of the general domain, which is crawled
from online news; selecting the target domain from a
large corpus is also a challenge. We also make a com-
parison between dictionary-based(TF) and deep learn-
ing(Selector) on a manual-labeled set extracted from
the OSCAR corpus, which is shown in Table 7.
Term-Frequency (TF)
In terms of TF, we hypothesize that high-quality key-
words can ensure recall while mining a large corpus.
Moreover, this approach is simple, low-cost, and fast,
suitable for the industry. First, we build a dictionary
from our mining corpus and select the top 3000 words
that have over 10000 occurrences with the highest Term
Frequency by manually observing the words related
to the healthcare domain. Second, we manually fil-
ter these keywords to ensure it only remains words in
the healthcare domain. These keywords also have been

8https://tonghoiyhoc.vn
9https://jhds.vn

10https://jmp.huemed-univ.edu.vn
11https://yhoctphcm.ump.edu.vn
12https://yhoctonghop.vn

https://github.com/binhvq/news-corpus
https://tonghoiyhoc.vn
https://jhds.vn
https://jmp.huemed-univ.edu.vn
https://yhoctphcm.ump.edu.vn
https://yhoctonghop.vn
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double-checked by a medical graduate student. To this
end, we assume that we have a high-quality dictionary
of keywords for the healthcare domain for the term-
frequency approach.
Selector
Since SimCSE(Gao et al., 2021) is a simple but ef-
fective method for learning sentence-level represen-
tation. We utilize this method to make our model
aware of joint general-healthcare representation to clas-
sify healthcare-related sentences. This method has two
variant approaches named Unsupervised and Super-
vised. The Unsupervised SimCSE approach uses dif-
ferent hidden dropout masks as noise for input sen-
tences and makes the model predict itself from in-batch
negatives. While the Supervised SimCSE leverages the
NLI datasets and takes the entailment pairs as positives,
contradiction pairs and other in-batch instances as neg-
atives.
Regarding the Selector, we randomly select an equal
size dataset from the Vietnamese news corpus (which
has been used for training PhoBERT) and our mining
corpus. We split our corpus and the selected set into
train-unsup set for unsupervised training and train-sup
set for supervised training. Then, we train an unsu-
pervised encoder that follows the SimCSE(Gao et al.,
2021) strategy with the train-unsup set. We utilize the
encoder to map input into a joint embedding space and
feed the output of the encoder into the classifier. We
train a classifier that takes the output of the encoder on
the train-sup set. The trained classifier is used to select
the healthcare domain sentences from the large corpus.

3.3. Training Strategy
To enhance the domain-specific representation of the
model, we train our model with multi-task learning for
word-aware tasks are masked token (MLM) (Taylor,
1953) and capitalized prediction (CP). For masked to-
kens, the model has to reproduce the original masked
token following the RoBERTa strategy (Liu et al.,
2019). To learn a document structure-aware represen-
tation, we train the models with the next sentence pre-
diction (NSP) task. We hypothesize that capital words
usually have more semantic information, especially in
specific domains (Sun et al., 2020). Predicting whether
a word is capitalized or not can help the model become
aware of the entities better.
We also experiment with two strategies for tokenizing
the pretraining dataset: syllable-tokenizer and word-
level tokenizer. A syllable tokenizer is a simple space-
splitting tokenizer. For word-level tokenizer, we follow
Nguyen and Tuan Nguyen (2020) and use RDRSeg-
menter as tokenizer. To the best of our knowledge, we
are the first study that shows the performance of the
Vietnamese monolingual pre-trained language model
in two pre-processing approaches.

3.4. Optimization
We set the maximum length at 256 subtokens. We op-
timize the models using AdamW(Loshchilov and Hut-

ter, 2019) and a learning rate of 1e-5. We initialize
our model with PhoBERT(Nguyen and Tuan Nguyen,
2020) and a batch size of 64 for all settings across
one server A100-40GB. The models are trained with
400k steps for three days on the mining corpus For the
combination of the mining corpus and TF corpus, we
trained the model for one epoch in six days.
Since there are multi-task training settings, we set the
learning of both MLM and CP are fixed as 0.15. For
setting has two pretraining tasks, the learning rate for
MLM is 0.85. For the experiment containing three pre-
training tasks, the MLM learning rate is set at 0.7.

4. Experimental Setup
We evaluate the performance of ViHealthBERT on
three tasks using four downstream Vietnamese corpora:
COVID-19, ViMQ, acrDrAid, and FAQ Text Summa-
rization.

4.1. Downstream task datasets
The COVID-19 NER dataset(Truong et al., 2021) is
the first manually annotated domain-specific dataset
on Vietnamese. This dataset contains 10 entity
types with a total of 10027 samples that are di-
vided into train/valid/test samples with the amount of
5027/200/3000, respectively. We use this dataset in
word-level version as same as PhoBERT Nguyen and
Tuan Nguyen (2020).
In terms of ViMQ(Huy et al., 2021), this dataset pro-
vides both intents and named entities labels for Viet-
namese medical questions. In this work, we evaluate
our model only on the NER task. This dataset consists
of 3 entity categories: symptom-disease, medicine,
and medical procedure. The dataset is split into
train/dev/test with the amount of 7000/1000/1000 and
only has the word-level version.
For the acrDrAid dataset, this is an in-house dataset
consisting of 135 acronyms and 424 expansions. This
dataset is divided into 4000 train samples, 523 valida-
tion samples, and 1130 test samples. The average num-
ber of expansions per acronym of the training and test
sets is 3.16 and 3.04. This dataset is syllable-tokenized
and has the probability of overlapping acronyms be-
tween the test set and the train set is 80.74%.
For the FAQ Summarization, we employ RDRSeg-
menter(Nguyen et al., 2018) to segment the text into
words before applying the BPE tokenizer. The dataset
contains human questions from faq sections on online
sites. It is split into 10621 train samples and 2656 test
samples. On average, there are approximately 93.3 syl-
lables per sample and 9.8 syllables per reference sum-
maries in the training set. The average number of sen-
tences per input document of the training and test sets
are 5.39 and 5.31, respectively.

4.2. Fine tuning
Following Truong et al. (2021) for NER, we finetune
our models with a fixed learning rate of 5e-5 and a
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batch size of 32 for 30 epochs. We evaluate the task
performance after each epoch on the validation set with
metric-triggered early stopping after 5 epochs. The best
checkpoint is then evaluated on the test set to report
the final score. The reported score is the average score
of each best score from 5 finetune times with different
random seeds.
In the ViMQ dataset, we finetune our models with a
fixed learning rate of 5e-5 and a batch size of 32 for 10
epochs. We evaluate the task performance after each
epoch on the validation set with early stopping after 5
epochs based on the highest F1-score. The best check-
point is then evaluated on the test set to report the final
score. We get the average score of each best score from
3 different random seeds fine-tuning turns.
In the acrDrAid benchmark, we finetune the models on
10 training epochs with a fixed learning rate of 1e-5 and
batch size of 32. We select the best checkpoint on the
validation set after each epoch and evaluate it on the
test set. The reported score is averaged after 3 times
running with different random seeds.
In FAQ Summarization, we use our models as the en-
coder. We use 12 stacked random initialize Trans-
former layers for the decoder, and the beam size is 5.
The models are trained with a batch size of 64, and a
learning rate of 1e-5. We finetune in 10 training epochs
then get the checkpoint that has the highest ROUGE-
average(Lin, 2004) score on the validation set and eval-
uates it on the test set. The reported result is the average
performance after initializing with 3 different random
seeds.
For COVID-19, ViMQ and acrDrAid, the assessment
settings are conducted across single sever A100-40GB.
For FAQ Summarization, all the fine-tuning experi-
ments used P100-16GB.

4.3. Data Selection
We split our corpus and the selected set from Viet-
namese corpus into train-unsup set and train-sup set
with ratio 9/1. The classifier module is simply a Multi-
ple Layer Perceptron on top of the trained encoder. The
encoder follows RoBERTa architecture that has been
initialized randomly. First, we train the encoder follow-
ing unsupervised strategies as same as SimCSE (Gao et
al., 2021). Then for each epoch, we train the encoder
and the classifier with train-sup dataset followed by k-
fold cross-validation. We set k=5, and the train/dev/test
ratio is 4/1/5. The last checkpoint of each epoch with
the highest average score over k-fold is saved and used
to classify sentences from the unseen corpus. In this
work, we experiment only with a corpus that is selected
from TF, and we would discuss the reason in Section
5.2.3.

5. Experimental Results
5.1. Main result
In terms of the COVID-19 dataset, our models outper-
form the original pre-trained PhoBERT in all scores

across all settings. Our pre-trained models with word-
level datasets improved about 2.2% in Mac-F1 and
4.7% in Mic-F1. We observe that the models show no
significant improvement within different pre-training
tasks. Besides, training with our mining corpus and
TF corpus does not hurt the model performance, which
means the dictionary-based method for selecting the
target domain in unseen data is a potential approach.
For the ViMQ dataset, almost all scores of our mod-
els exceed PhoBERT. Compared to models trained
with word-tokenizer, models trained with syllable-
token show better performance in almost all settings. In
terms of the highest model, the model shows the com-
petitive result by the higher score in Mac-F1 and Mic-
F1 of +2.26% and +3.97%, respectively. The overall
result is shown in Table 4.
For the acrDrAid dataset, we observe that all the mod-
els have higher scores in all metrics compared to the
baseline, which is presented in Table 5. ViHealthBERT
helps boost the performance of the PhoBERTbase

across Mac-Pre, Mac-Rec, and Mac-F1 by +1.17%,
+6.28%, and +4.19%, respectively. Compared to
PhoBERTlarge, our models also show better perfor-
mance while enhancing the Mac-Pre, Mac-Rec, and
Mac-F1 by +1.64%, +10.71%, and +7.14%, respec-
tively.
For the FAQ summarization dataset, all settings of Vi-
HealthBERT show consistent improvement. In terms
of the best setting that has been trained with MLM, the
model shows the increase in R1, R2, R-L are +3.3%,
+3.17%, and 2.66%, respectively. The overall result is
shown in Table 6

5.2. Discussion
5.2.1. Multi-task learning
According to Table 4, we find that multi-task learning
does not boost up the performance across NER tasks.
For the AD task, we observe that NSP shows better
results in macro-Recall and macro-F1 while achieving
comparable Precision. For FAQ summarization, by en-
hancing entity aware and structure-aware ability of the
model through CP and NSP tasks, we achieve a com-
parable performance compared to the model that used
MLM tasks only. In general, the experiment results
demonstrate the modest benefits of multi-task learning
in certain tasks, but not all of them.

5.2.2. Tokenizer for pretrained data
We observe that the tokenization level of the pre-
training data can affect the performance of the model
in downstream tasks. In ViMQ and acrDrAid datasets,
the models that use syllable-level tokenizer are better
than those that use word-level tokenizer for all settings.
In the case of COVID-19, there is no significant differ-
ence among models beyond the two types of tokeniz-
ers, possibly indicating a saturated performance of the
model on this dataset. Our experiments show that only
using syllable tokenizing could lead to beneficial gain
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Model Tokenize-level Pre-training data Pre-training task COVID-19 ViMQ
Mac-F1 Mic-F1 Mac-F1 Mic-F1

PhoBERTbase word * MLM 0.942 0.920 0.8470 0.8224
PhoBERTlarge word * MLM 0.945 0.931 0.8524 0.8257
ViHealthBERT word * + our MLM 0.9677 0.9677 0.8601 0.8432
ViHealthBERT word * + our MLM + NSP 0.9674 0.9674 0.8562 0.8441
ViHealthBERT word * + our MLM + CP 0.9677 0.9677 0.8578 0.8397
ViHealthBERT word * + our MLM + NSP + CP 0.9662 0.9619 0.8526 0.8383
ViHealthBERT syllable * + our MLM 0.9652 0.9653 0.8575 0.8481
ViHealthBERT syllable * + our MLM + NSP 0.9673 0.9673 0.8610 0.8440
ViHealthBERT syllable * + our MLM + CP 0.9672 0.9677 0.8664 0.8567
ViHealthBERT syllable * + our MLM + NSP + CP 0.9665 0.9664 0.8676 0.8641
ViHealthBERT syllable * + our + TF MLM 0.9639 0.9641 0.8698 0.8621
ViHealthBERT syllable * + our + TF MLM + CP 0.9629 0.9629 0.8632 0.8501

Table 4: The overview of experimental results in COVID-19 and ViMQ datasets. * refers to pretrained dataset of
PhoBERT (Nguyen and Tuan Nguyen, 2020).

Model Tokenize-level Pre-training data Pre-training task Mac-Pre Mac-Rec Mac-F1
PhoBERTbase word * MLM 0.9197 0.7481 0.8251
PhoBERTlarge word * MLM 0.9150 0.7038 0.7956
ViHealthBERT word * + our MLM 0.9281 0.7565 0.8336
ViHealthBERT word * + our MLM + NSP 0.9320 0.7562 0.8349
ViHealthBERT word * + our MLM + CP 0.9235 0.7605 0.8341
ViHealthBERT word * + our MLM + NSP + CP 0.9212 0.7583 0.8318
ViHealthBERT syllable * + our MLM 0.9291 0.7928 0.8555
ViHealthBERT syllable * + our MLM + NSP 0.9314 0.8109 0.8670
ViHealthBERT syllable * + our MLM + CP 0.9402 0.7838 0.8559
ViHealthBERT syllable * + our MLM + NSP + CP 0.9362 0.777 0.8493
ViHealthBERT syllable * + our + TF MLM 0.9315 0.7878 0.8537
ViHealthBERT syllable * + our + TF MLM + CP 0.9287 0.7927 0.8553

Table 5: The overview of experimental results in acrDrAid datasets. * refers to pretrained dataset of PhoBERT
(Nguyen and Tuan Nguyen, 2020).

for downstream tasks. For a medium-sized, clean cor-
pus, a word-tokenizer is an optimal solution because a
word is the core semantic unit in Vietnamese. For large
corpus with noisy unstructured and informal text, a syl-
lable tokenizer is a more suitable choice due to typos,
misspellings. Tokenization is an important factor when
fine-tuning pre-trained models.

5.2.3. Data selection
In this section, we will explain the reason for choosing
the corpus selected by TF only. We compare two meth-
ods, TF and Selector, on the OSCAR dataset by cre-
ating a manual test set. We use both mentioned meth-
ods to inference a subset of data before randomly col-
lecting 3000 samples from each method for examina-
tion. In the examination phase, we have strictly defined
guidelines to distinguish sentences that belong to the
health domain or general domain. According to Table
7, the Selector does not become aware of the health do-
main samples well in unseen data while TF approach
has selected 83.5% healthcare-related sentences over

2276 sentences13.We hypothesize that the distribution
of unseen data is too diverse and chaos that makes the
model not generalize well. The result of Selector shows
that active learning on a large corpus is one of the chal-
lenges for a specific-domain language model.
We find that with more data selected from the OSCAR
corpus, the performance of the model shows no signifi-
cant changes. The models trained with the combination
corpus of our text mining and TF show comparable per-
formance to those trained with our mining corpus. We
hypothesize that our mining corpus’s quality and diver-
sity are still suitable for our benchmark dataset.

6. Conclusion
We introduced, ViHealthBERT, a pre-trained language
representation model in Vietnamese health news text
mining. We show that pre-training BERT on health
corpora is crucial in applying it to the healthcare

13We also use this manual labeled data to train supervised
the Selector but the performance do not show improvement.



335

Model Tokenize-level Pre-training data Pre-training task R-1 R-2 R-L
PhoBERTbase word * MLM 47.15 28.18 41.16
ViHealthBERT word * + our MLM 50.45 31.35 43.85
ViHealthBERT word * + our MLM + NSP 49.06 29.7 42.56
ViHealthBERT word * + our MLM + CP 47.85 29.81 42.04
ViHealthBERT word * + our MLM + NSP + CP 50.4 31.15 43.78
ViHealthBERT syllable * + our MLM 48.47 28.65 41.77
ViHealthBERT syllable * + our MLM + NSP 49.92 30.77 43.37
ViHealthBERT syllable * + our MLM + CP 48.56 29.20 41.96
ViHealthBERT syllable * + our MLM + NSP + CP 48.33 30.35 42.36
ViHealthBERT syllable * + our + TF MLM 48.32 29.17 42.07
ViHealthBERT syllable * + our + TF MLM + CP 49.45 30.86 43.26

Table 6: The overview of experimental results in FAQ datasets. R-1, R-2, R-L refers to ROUGE-1, ROUGE-2 and
ROUGE-L respectively. * refers to pretrained dataset of PhoBERT(Nguyen and Tuan Nguyen, 2020).

# Samples Selector TF
General 3724 2625 1099
Health 2276 375 1901
Total 6000 3000 3000
Prob. health 37.9% 12.5% 63.37%

Table 7: The overview result of data selection. Prob.
health refers probability of health samples over total
samples.

and biomedical domain. Our ViHealthBERT demon-
strates potential results by producing the SOTA per-
formance in four health-domain Vietnamese datasets:
COVID-19, ViMQ, acrDrAid, and FAQ Summariza-
tion. We also experience two approaches to select
specific-domain in a large public corpus are TF and
Selector. We release two monolingual datasets for fu-
ture researches of NLP in the health domain: acrDrAid
and FAQ summarization. We hope that ViHealthBERT
will be a strong baseline for future Vietnamese NLP
research and applications in the healthcare or medical
domain.

Appendix
Details on our mining corpus
In this section, we describe our mining corpus in de-
tail. The overall of categories is shown in Table 8 and
the common mining cites are presented at Figure 3. We
focused on five categories: online news, hospital cites,
specialized news, journals, and textbooks. For each
category, the following definition is:

• Online News: Digital documents from legit Viet-
namese publishers (e.g. vnexpress.net, tuoitre.vn)

• Hospital Cites: Online main sites of Vietnamese
hospital (e.g. benhvien115.com.vn, vinmec.com)

• Specialized News: ”expert” cites in the biomed-
ical field, almost all of theses pages are respon-

sible for a dictionary of disease, medicine (e.g.
ykhoa.net)

• Journals: Science publications or research are
written in Vietnamese (e.g. jhds.vn, vnphar-
mjour.org.vn)

• Textbooks: Crawled specialized textbooks(from
yhoctonghop.vn). Due to their are pdf, we have
to parse them into text and structurize them before
put into the pre-training corpus.

Figure 3: The proportion of most common domains
cites across 89.2% our mining corpus. These cite quan-
tities make up about 28.6% of the total mining cite.
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