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Abstract
Mental disorders are a serious and increasingly relevant public health issue. NLP methods have the potential to assist with
automatic mental health disorder detection, but building annotated datasets for this task can be challenging; moreover,
annotated data is very scarce for disorders other than depression. Understanding the commonalities between certain disorders
is also important for clinicians who face the problem of shifting standards of diagnosis. We propose that transfer learning
with linguistic features can be useful for approaching both the technical problem of improving mental disorder detection
in the context of data scarcity, and the clinical problem of understanding the overlapping symptoms between certain
disorders. In this paper, we target four disorders: depression, PTSD, anorexia and self-harm. We explore multi-aspect
transfer learning for detecting mental disorders from social media texts, using deep learning models with multi-aspect
representations of language (including multiple types of interpretable linguistic features). We explore different transfer
learning strategies for cross-disorder and cross-platform transfer, and show that transfer learning can be effective for
improving prediction performance for disorders where little annotated data is available. We offer insights into which lin-
guistic features are the most useful vehicles for transferring knowledge, through ablation experiments, as well as error analysis.
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1. Introduction
Mental health disorders are an important and pervasive
public health issue. Depression in particular affects
approximately 300 million people worldwide (World
Health Organization, 2012), and the problem has re-
cently been exhacerbated by the COVID-19 pandemic
(Lima et al., 2020; Shah et al., 2020; Shigemura et al.,
2020; Torales et al., 2020; Xiang et al., 2020). Men-
tal health disorders are closely connected to suicide,
with depression present in 35% of suicides (Bridge et
al., 2006). Self-harm is a strong predictor of suicide,
present in the recent histories of around 40% of sui-
cides (Cavanagh et al., 2003). Moreover, mental dis-
orders are massively underdiagnosed and undertreated
(Sheehan, 2004; Allan et al., 2014), with more than
half of the people suffering from depression not receiv-
ing any treatment. People affected by mental disor-
ders are often reluctant to approach a specialized clin-
ician to seek help with treating the disorder. However,
more and more frequently people turn to social me-
dia to discuss their issues and to seek emotional sup-
port. This opens up an important opportunity for auto-
matic processing of social media data in order to iden-
tify changes in mental health status that may otherwise
go undetected before they develop more serious health
consequences.
The way mental disorders manifest and can be recog-
nized is primarily through everyday communication. It
has been shown that individuals suffering from men-
tal disorders manifest changes in their language, either
explicit, at the level of topics discussed, or implicit,

such as through expressing greater negative emotion
and high self-attentional focus (De Choudhury et al.,
2014; Guntuku et al., 2017; Trotzek et al., 2018). Text
data collected from social media can thus be a valuable
source for analyzing signs of mental disorders. How-
ever, manually annotating datasets or cross-referencing
medical records to obtain diagnosis labels can be chal-
lenging and may pose privacy concerns. Thus, several
studies on mental health disorders provided datasets
annotated semi-automatically, based on self-stated di-
agnoses. Most of these are focused on depression,
while other disorders such as anorexia or PTSD have
received much less attention, with very few annotated
data available.

From a clinical perspective, the diagnosis of certain
disorders (such as depression or anorexia) can also be
a complicated issue, with the standards for diagnosis
constantly evolving (Surı́s et al., 2016), and with signif-
icant overlap in symptomatology across some disorders
(American Psychiatric Association, 2013). There is
clinical evidence on the co-morbidity between certain
disorders (Plana-Ripoll et al., 2019): being diagnosed
with one mental disorder, such as depression, increases
the risk of subsequently being diagnosed with another,
such as anxiety, with up to 40% risk for some disorders
(Kaufman and Charney, 2000). This suggests that dif-
ferent mental disorders may not only manifest similarly
(through behavior and language), but also frequently
occur in the same individuals, supporting the idea of
analyzing these disorders jointly. Most computational
studies in mental health treat each disorder in isolation,
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which misses the opportunity to model coinciding in-
fluence factors. Tasks in NLP with underlying com-
monalities have been shown to benefit from transfer
learning and multi-task learning (MTL), as the learning
implicitly leverages interactions between them (Caru-
ana, 1997; Sutton et al., 2007; Collobert et al., 2011;
Søgaard and Goldberg, 2016). Moreover, computa-
tional methods could help with a deeper understanding
of the connections between these disorders and their
particular manifestations and thus provide valuable in-
sights to the clinicians developing diagnosis standards.
Considering both the technical and practical potential,
as well as the impact on clinical psychology, the re-
search questions we propose to answer are as follows:
(RQ1) Can transfer learning be leveraged in order to
improve the detection performance of automatic deep
learning models for disorders where datasets are scarce,
and can deep learning models for mental disorder de-
tection be used successfully across different social me-
dia platforms?
(RQ2) What can we learn about the similarity between
the different disorders through studying the effective-
ness of transfer learning across different disorders, and
how could this assist research on development of diag-
nostic criteria for certain disorders?
(RQ3) How can we use interpretable multi-aspect deep
learning models to reveal qualitative conclusions about
the specific linguistic dimensions which are more sim-
ilar across different disorders?
In this study, we bring several contributions to research
into the automatic detection of mental disorders, at dif-
ferent levels. Firstly, we use various datasets of social
media posts from users suffering from different disor-
ders: depression, PTSD, anorexia and self-harm, us-
ing data collected from Reddit and Twitter. We ex-
periment with deep learning models for automatically
predicting these disorders, including hierarchical atten-
tion networks (HAN) and transformers, and are the first
to combine a deep learning architecture with a multi-
aspect representation at the feature level in the con-
text of transfer learning, through features that reflect
various complementary levels of the language, includ-
ing content, style and emotion. We explore the use
of these models for transfer learning for mental dis-
order detection, and systematically compare different
transfer learning strategies, showing how they can be
used to leverage existing solutions tailored to a specific
disorder for detecting other disorders from similar so-
cial media texts (cross-disorder), as well as for texts on
different platforms (cross-platform). We complement
these results with experiments for automatically distin-
guishing among different disorders. We additionally
include ablation experiments, as well as error analysis,
by leveraging our multi-aspect representations in order
to compare which features are most useful for transfer-
ring knowledge between the different models, as a way
to gain insight into which aspects of the language are
most similar across disorders.

2. Previous Work
There is an extensive body of research related to au-
tomatic risk detection for mental disorders from so-
cial media data (Calvo et al., 2017; Guntuku et al.,
2017), focusing especially on the study of depression
(De Choudhury et al., 2013; Eichstaedt et al., 2018;
Abd Yusof et al., 2017; Yazdavar et al., 2017), but other
mental illnesses have also been studied, including gen-
eralized anxiety disorder (Shen and Rudzicz, 2017),
schizophrenia (Mitchell et al., 2015), PTSD (Copper-
smith et al., 2014; Coppersmith et al., 2015), risks
of suicide (O’dea et al., 2015; Ramı́rez-Cifuentes et
al., 2020; Sawhney et al., 2021), anorexia (Losada et
al., 2019; Ramı́rez-Cifuentes et al., 2018; Ramı́ırez-
Cifuentes et al., 2020) and self-harm (Losada et al.,
2019; Yang et al., 2016).
Annotating datasets for mental disorder detection with
reliable labels involves cross-referencing social media
users and patients’ medical records (De Choudhury et
al., 2014), which can be a complicated process, and
sometimes unfeasible due to privacy concerns. For this
reason, most studies rely on self-stated diagnoses in or-
der to semi-automatically annotate social media users
who suffer from a mental disorder (Losada et al., 2018;
Losada et al., 2019; Shen and Rudzicz, 2017; Cop-
persmith et al., 2015). For the study of depression,
different social media platforms have been considered,
such as Twitter (Chen et al., 2018; Shen and Rudzicz,
2017), Facebook (De Choudhury et al., 2014), or Red-
dit (Losada et al., 2018), and several datasets have been
made available to the community. For other mental
health disorders, there are fewer computational studies,
and a lack of public annotated datasets, with at most
one or two available datasets for each disorder, which
generally cover only a few hundred users (e.g. for
anorexia (Losada et al., 2019; Cohan et al., 2018), for
PTSD (Coppersmith et al., 2015), self-harm (Losada
et al., 2020), or suicide ideation (Ramı́rez-Cifuentes et
al., 2020; Sawhney et al., 2021)).
Historically, the majority of computational studies on
mental health have provided either quantitative analy-
ses, or predictors built using classical machine learn-
ing models (De Choudhury et al., 2013; De Choud-
hury et al., 2014). Fewer studies have made use of
deep learning methods such as different types of con-
volutional (CNN) or recurrent neural networks (RNN)
(Sadeque et al., 2017; Shen et al., 2017; Wang et al.,
2018; Trotzek et al., 2018; Orabi et al., 2018), or pre-
trained transformers (Matero et al., 2019; Zirikly et
al., 2019). Recently, (Rao et al., 2020) use hierar-
chical networks for depression detection, and (Amini
and Kosseim, 2020) and (Mohammadi et al., 2019) use
HANs for anorexia detection (the latter obtaining best
results at the eRisk 2019 shared task (Losada et al.,
2019)) - all of which rely on word n-gram features.
In general, many previous works have used traditional
bag of word n-grams (Coppersmith et al., 2014), while
some have also applied more domain-specific repre-
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sentations, such as hand-crafted lexicons (Trotzek et
al., 2017), LIWC (Pennebaker et al., 2001) features
(De Choudhury et al., 2014), Latent Semantic Analy-
sis (Resnik et al., 2013; Trotzek et al., 2017) or other
linguistic features such as parts of speech (Bucur et
al., 2021). There are few studies which jointly in-
clude in their models several different aspects of the
language for assessing risk of mental disorders (Shen
et al., 2017; Shen and Rudzicz, 2017; Leiva and Freire,
2017), and in the case of deep learning models, only
word embedding features are typically used. We find
few other computational studies which focus on an in-
depth analysis of emotions to model mental disorders
in language (Uban et al., 2021a; Aragón et al., 2019),
as well as some interdisciplinary studies showing quan-
titative analyses of the relationship between negative
emotions and mental disorders (O’Dea et al., 2021;
Seabrook et al., 2018; Cheng et al., 2020).

Few studies consider several disorders jointly (Yates et
al., 2017; Coppersmith et al., 2015; Saha et al., 2019;
Gkotsis et al., 2017), and very few have studied the ef-
fectiveness of transfer learning for cross-disorder pre-
diction of mental disorder risk. In (Saha et al., 2019),
the authors study the effects of psychiatric medica-
tions across different disorders, using SVMs and sta-
tistical analyses. Gkotsis et al. (2017) use a CNN
to predict different disorders and classify among dis-
orders, showing in particular high confusion between
depression and other disorders. A few participants in
the eRisk shared tasks on unsupervised risk predic-
tion for depression (Losada et al., 2018) and self-harm
(Losada et al., 2019) have leveraged transfer learning
through data augmentation, including data labelled for
different disorders (Abed-Esfahani et al., 2019), with
moderate success. On cross-domain transfer learning,
one study (Shen et al., 2018) looks at detecting de-
pression risk across different social media platforms:
Reddit and the Chinese Weibo platform. Harrigian et
al. (2020) investigate the cross-domain performance
of depression detection systems, concluding that de-
pression detection models do not generalize well across
platforms. With respect to cross-disorder transfer, one
study (Benton et al., 2017) shows the effectivenes of
multi-task learning for predicting various mental dis-
orders (including PTSD and depression) based on a
multi-layer perceptron (MLP) with word embedding
features. While complex deep learning models such
as HANs have been used for individual disorder de-
tection (Rao et al., 2020; Mohammadi et al., 2019;
Amini and Kosseim, 2020; Zirikly et al., 2019), they
have only used word embedding features. More im-
portantly, no previous studies on transfer learning for
this task use complex architectures or features, or an-
alyze in detail the types of features that are successful
vehicles for knowledge transfer. Especially in the med-
ical domain, using black-box systems can be danger-
ous for patients and is not a realistic solution (Zucco
et al., 2018; Holzinger et al., 2017). Moreover, re-

cently, the need of explanatory systems is required by
regulations like the General Data Protection Regulation
(GDPR) adopted by the European Union. If any sys-
tem for mental disorder detection is to be integrated
into a tool to assist social media users, it is essential
that its decision-making process is understandable in
the name of transparency. Additionally, the behavior of
powerful classifiers modelling complex patterns in the
data has the potential to help uncover manifestations of
the disease that are potentially difficult to observe with
the naked eye, and thus assist clinicians in the diag-
nosis process. In the field of mental disorder detection,
there are not many studies attempting to explain the be-
havior of models. We note one such example (Amini
and Kosseim, 2020), where the authors analyze atten-
tion weights of a neural network trained for automatic
anorexia detection. Nevertheless, recent studies have
shown the limitations of using attention analysis for in-
terpretability (Wiegreffe and Pinter, 2019; Serrano and
Smith, 2019). Burdisso et al. (2019b) introduce a novel
text classification model which inherently allows for vi-
sual explanations for its predictions, and apply it to the
task of depression detection and depression level pre-
diction (Burdisso et al., 2019a; Burdisso et al., 2021),
as well as for anorexia and self-harm detection, as part
of the eRisk shared tasks (Burdisso et al., 2019c). Uban
et al. (2021b) study the automatic detection of depres-
sion, anorexia and self-harm from Reddit data using a
similar hierarchical architecture with linguistic features
and explore the model’s explainability through differ-
ent techniques including attention analysis, different
types of error analysis and hidden layer analysis.
In our study, we choose to experiment with models
which are inherently interpretable through the multi-
aspect representations using different linguistic fea-
tures, and analyze them in the context of transfer learn-
ing. We include ablation studies and error analysis for
looking in more depth at what the models are learning,
in order to better understand the effectiveness of trans-
fer learning, and the similarities between the different
disorders at the linguistic level.

3. Datasets
In order to obtain a wider picture on how mental disor-
ders manifest in social media, we include in our anal-
ysis datasets from different sources, containing social
media data labelled for several disorders and manifes-
tations thereof: depression, anorexia, self-harm, and
PTSD, and gathered from two different social media
platforms: Reddit and Twitter. The diversity of the
datasets used, both at the level of the targeted disor-
der, labelling methodology, and text genre allows us
to explore the differences in how disorders can be de-
tected automatically for the different types of social
media data, and obtain more robust conclusions. While
Twitter data are available in large volumes, tweets are
limited in length (any tweet can have at most 280 char-
acters) and can restrict the potential for contextual pro-
cessing. By contrast, Reddit is a platform organized
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into ”sub-reddits”, or forums for people to discuss com-
mon interests, where there is no restriction on text
length, and the text associated to a ”post” can either
represent a short title or a longer comment. In the fol-
lowing paragraphs we describe the datasets used.
eRisk Reddit datasets on depression, anorexia and
self-harm. The eRisk CLEF lab1 is focused on the
early prediction of mental disorder risk from social me-
dia data. Shared tasks were organized around specific
disorders, including depression (Losada et al., 2018),
anorexia and self-harm tendencies (Losada et al., 2019;
Losada et al., 2020). Reddit users suffering from a
mental disorder are annotated by automatically detect-
ing self-stated diagnoses, followed by a manual cu-
ration step. Healthy users are selected from partici-
pants in the same sub-reddits (having similar interests),
thus making sure the gap between healthy and diag-
nosed users is not trivially detectable. A long history of
posts are collected for the users included in the dataset,
up to years prior to the diagnosis. We use all three
datasets, corresponding to different disorders: depres-
sion, anorexia and self-harm.
CLPsych Twitter dataset on depression and PTSD.
CLPsych (Computational Linguistics and Clinical Psy-
chology) is a workshop and shared task organized each
year around a different topic concerning computational
approaches for mental health. In 2015 (Coppersmith et
al., 2015), the shared task challenged participants to de-
tect Twitter users suffering from depression and PTSD.
Labelling of the data was done semi-automatically,
through an initial selection based on self-stated diag-
noses, followed by curation by humans to remove any
jokes or disingenuous statements. For each user, their
most recent public tweets were included in the dataset.
However, other mentions of the disease were not re-
moved from the user’s tweets.
Twitter dataset on depression. We include a second
Twitter dataset labelled for depression. This dataset
was introduced in (Shen et al., 2017), following a
similar methodology as the previous ones: depressed
Twitter users are selected based on self-stated diag-
noses following the pattern ”(I’m/I was/ I am/ I’ve
been) diagnosed depression”. Tweets published within
a month of the diagnosis statement were included - this
short time frame is an exception compared to the other
datasets. Non-depressed users were selected among
Twitter users never having posted any tweet containing
the character string “depress”. In all datasets, the texts
containing the mention of a diagnosis were excluded.

Dataset Users Positive% Posts Words
eRisk depr. (reddit) 1304 16.4% 811,586 25M
eRisk anorexia (reddit) 1287 10.4% 823,754 ˜23M
eRisk self-harm (reddit) 763 19% 274,534 ˜6M
CLPsych depr. (Twitter) 822 64.1% 1,919,353 ˜26M
CLPsych PTSD (Twitter) 1078 72.6% 2,541,214 ˜19M
Twitter depr (Shen et al., 2017) 519 50.2% 52,080 ˜500K

Table 1: Datasets statistics.

1https://early.irlab.org/

Table 1 contains statistics for all datasets. Some differ-
ences between the datasets are observable already from
the table: eRisk datasets are more imbalanced, with
far more negative than positive cases, while CLPsych
and (Shen et al., 2017) datasets are relatively balanced
in positive and negative cases. While the total num-
ber of words is comparable among datasets, there are
more posts per user for the Twitter datasets, while the
length of individual posts is shorter. In terms of vocab-
ulary, when looking at the most frequent 20,000 words
in each dataset, the overlap between vocabularies for
any two of the datasets considered ranges between 55%
and 85%, with an average of 68%.

4. Methodology
In the following section we describe the features and
models used for our classification experiments.

4.1. Features
As previous studies have shown, mental disorders man-
ifest in language at different levels: topics discussed,
emotions conveyed, as well as the author’s style. We
aim to build multi-dimensional representations of the
texts in our datasets to account for the different levels
of the language where markers of mental illnesses can
manifest, through our selection of various features.
Content features. We include a general representa-
tion of text content by transforming each text into word
sequences. The obtained sequences will constitute the
main input of the recurrent and convolutional layers of
our neural networks. Preprocessing includes removing
punctuation, numbers, and username mentions from
tweets (function words and hashtags are kept). The
most frequent 20,000 words in all datasets were se-
lected to form a common vocabulary.
As input to the models, words are encoded as 300-
dimensional embeddings, initialized with pre-trained
GloVe embeddings.
Style features. We aim at representing the stylistic
level of texts through including function word and syn-
tactical features. The usage pattern of function words
is known to be reflective of an author’s style, at a sub-
conscious level (Argamon and Levitan, 2005). The in-
creased use of first person pronouns, has been shown
to correlate with mental disorder risk (Trotzek et al.,
2017). Additionally, we expect the differences between
texts posted on the two platforms considered (Twitter
and Reddit), which are known to have different stan-
dards for published posts (the main difference being
the 280-character limit on Twitter), might be well cap-
tured by stylistic features. We extract from each text a
numerical vector representing function words frequen-
cies as bag-of-words. Separately, we include several
syntactical features extracted using the LIWC lexicon
(including pronoun usage), as described below.
LIWC features. The LIWC lexicon (Pennebaker et
al., 2001) has been widely used in computational lin-
guistics as well as some clinical studies for analyzing
how suffering from mental disorders manifests in an
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Figure 1: Deep architecture based on HAN.

author’s writings. LIWC is a lexicon mapping words
of the English vocabulary to lexico-syntactic features
of different kinds, with high quality associations cu-
rated by human experts and capturing different levels
of language: including style (through syntactic cate-
gories), emotions (through affect categories) and topics
(through content-oriented categories, referring to cog-
nitive processes, or to topics such as money, health or
religion). We include in our analysis all 64 categories
in LIWC 2015 (Pennebaker et al., 2015).
Emotions and sentiment. We dedicate a few features
to representing emotional content in our texts, since the
emotional state of a user is known to be highly corre-
lated with her mental health. Aside from some LIWC
categories designed to capture emotional content (e.g.
negative emotions, positive emotions, sadness, anxi-
ety), we additionally include a second lexicon: the
NRC emotion lexicon (Mohammad and Turney, 2013),
which is dedicated exclusively to emotion representa-
tion, containing 10 categories based on Plutchik’s emo-
tions (Plutchik, 1991): anger, anticipation, disgust,
fear, joy, negative, positive, sadness, surprise, trust.
For both lexicons, we build features as numerical vec-
tors by computing for each category the ratio of words
in a text that are related to the category.

4.2. Experimental Setup
All tasks approached are modelled as supervised clas-
sification tasks, with labels at the user level. We follow
the typical machine learning workflow, and split each
of our datasets into training, validation and test subsets.
For datasets released as part of a shared task (eRisk and
CLPsych data), we maintain the original train/test split
provided by the shared task organizers; for the rest, we
use a random 70/30 split. Train and test sets are dis-
joint at the user level. Social media posts are not con-
sidered individually as datapoints, since (according to
preliminary experiments) they are too short to be suffi-
ciently predictive. Instead, we generate our datapoints
by grouping sequences of 50 chronologically consecu-
tive posts into larger chunks.

4.3. Architecture
We propose using a sophisticated deep architecture
based on HANs with multiple linguistic features. Pre-
vious work showed improved performance for in-
dividual disorder detection compared to other base-
lines reported including a sequential BiLSTM, pre-
trained transformers, and logistic regression (Uban et
al., 2021a; Uban et al., 2021b). Additionally, using

this multi-aspect model allows us to gain a better un-
derstanding of the importance of individual features
and linguistic levels on the classification performance,
and on the particular differences between the disorders,
which we will explore in more detail in Section 7. Con-
figuration details of all models are included in the Ap-
pendix, we make the code publicly available2.
Hierarchical attention networks for text classification
were introduced in (Yang et al., 2016). We assume
that social media data are well suited to a hierarchi-
cal representation; in our case the hierarchy consists of
user post histories, which are composed of social media
posts, composed of word sequences. The hierarchical
network is made of two components: a post-level en-
coder , which produces a representation of a post, and
a user-level encoder (modelled as an LSTM), which
generates a representation of a user’s post history. The
post-level encoder and the user-level encoder are mod-
elled as LSTMs. The word sequences encoded as em-
beddings are passed to the post-level LSTM and the
output is concatenated with the other features to form
the hierarchical post encoding. The obtained represen-
tation is passed to the user-encoder LSTM, which is
connected to the output layer. A depiction of the hier-
archical architecture is shown in Figure 1.

5. Classification among Disorders
As a way to provide an initial understanding of the sim-
ilarity between the targeted disorders from the perspec-
tive of their manifestations in language, we perform
experiments to automatically classify among the dif-
ferent disorders. This is bound to be a more difficult
problem than the distinction between healthy users and
those suffering from the disorder - the similarity be-
tween the linguistic patterns across disorders is in itself
the premise for the effective use of transfer learning.
We use the same HAN model, in a multi-class, multi-
label classification task (using a sigmoid activation for
the final layer), taking into account the fact that in
principle some users might be suffering from mul-
tiple disorders, even though our datasets don’t con-
tain examples with multiple labels, or any information
about the overlap between users with different disor-
ders. We exclude the healthy users, and separately clas-
sify among disorders from the two data sources: de-
pression, anorexia, and self-harm for Reddit, and de-
pression and PTSD for Twitter. We use weighted sam-
pling in order to balance the classes. For the Reddit
datasets, we obtain an accuracy of 0.44, and 0.44 macro
F1-score. The confusion matrix, illustrated in Table 2
shows that classification is most accurate for depres-
sion, while self-harm is most difficult to distinguish
from the other disorders. This coincides with the binary
classification results, where self-harm was the most dif-
ficult to classify. In the case of Reddit users suffering
from depression, while they are not very easy to distin-
guish from healthy users (compared to people suffering

2https://github.com/ananana/mental-disorders
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Prediction
D S-H A

Label
D 139 2 113

S-H 60 67 144
A 201 16 218

Prediction
D PTSD

Label
D 126 24

PTSD 65 95

Table 2: Disorder classification confusion matrices for
depression (D) vs. self-harm (S-H) vs. anorexia (A)
(reddit); and depression (D) vs. PTSD (Twitter).

from anorexia for example), they are easier to distin-
guish from users suffering from other disorders. For
the Twitter datasets, we obtain an F1-score of 0.72 for
distinguishing between depression and PTSD, and an
AUC of 0.75. These results suggest that PTSD might
be easier to distinguish from depression than anorexia
or self-harm are. This is not surprising, since, unlike
the other three disorders, PTSD implies a triggering
event, and has a different effect on the affected person’s
self-concept, which could also appear at the linguis-
tic level. On the other hand, depression and anorexia,
for example, have overlapping symptoms and often co-
occur in the same patients (American Psychiatric As-
sociation, 2013).

6. Transfer Learning Experiments
We further apply transfer learning in order to under-
stand compatibility between disorders (similarity be-
tween the manifestation of the different disorders in
texts on social media) and between datasets from dif-
ferent social media platforms, as well as to attempt en-
hancing performance on individual disorder prediction.
We use our multi-aspect HAN model for the following
experiments, and compare the transfer learning results
with baseline results obtained on individual disorder
classification using the same model architecture.

6.1. Transfer Learning Strategies
Strategy 0. Zero-shot. As a baseline, we assess
the cross-disorder performance on models before any
transfer learning, by simply training a model on one
dataset and testing it on another. The results of these
experiments also give us an initial understanding of
how compatible two tasks are, as measured by how well
a model trained on data for one task can predict labels
of a different class without any specific training.
Strategy 1. Transfer layer. As the first transfer learn-
ing strategy, we append an additional dense layer con-
nected to the final layer of the model, which will serve
as a transfer layer. All weights except for the transfer
layer weights are frozen (not trainable) in this second
training phase, and initialized with the weights of the
pre-trained model on the original task.
Strategy 2. Fine-tuning. As a second strategy, we em-
ploy fine-tuning of pre-trained models, which consists
of training a model initialized with weights of a differ-
ent model of the same architecture that was previously
trained for a different task. Training continues then on
the new target task, with a lower learning rate, for all
parameters.

Strategy 3. Multi-task learning. Finally, we experi-
ment with applying multi-task learning, which consists
of training a single model jointly on different types of
labels, corresponding to different tasks or types of data.
In this setup, all layers are shared (and trainable), ex-
cept for a final dense layer which is task-specific.

Cross-disorder transfer. Our goal is to study if and
how knowledge can be transferred between disorders.
Transferring knowledge from disorders for which more
data is available (such as for depression), to other disor-
ders where data is more scarce (such as anorexia, PTSD
or self-harm) could help increase the performance for
the latter. We experiment with transferring knowledge
from our depression datasets to the smaller datasets
corresponding to the other disorders. We apply the
transfer layer strategy (Strategy 1) and the fine-tuning
strategy (Strategy 2) between datasets different disor-
ders but from the same platform (so as to isolate the
cross-disorder problem from the cross-platform one).

Cross-platform transfer. It would additionally be use-
ful to understand whether models can be used cross-
platform: from one type of data to another. Nowadays
multiple social media platforms are being used, and
new ones appear every day, with each having differ-
ent standards and typical ways of engaging with other
users. In our case, we have datasets for the same dis-
order (depression) collected from different platforms
(Reddit and Twitter) and using different methodolo-
gies. We study how knowledge can be transferred
across different data genres (social media platforms)
using the first two strategies to transfer knowledge from
a source dataset (the eRisk dataset) to other datasets on
the same task; separately we use multi-task learning to
jointly train a model on all three depression datasets,
and assess its performance on each. Table 3 sum-
marizes results for cross-disorder and cross-platform
transfer learning experiments using the transfer layer
and the fine-tuning strategy. In the cased of zero-shot
learning, (Strategy 0) the best AUC score is obtained
for self-harm detection, in line with the pattern of con-
fusion between self-harm and depression seen in the
3-way classification experiments, and with the relation
between depression and suicidal tendencies.The high
jump in performance for all experiments between re-
sults for Strategy 0 and Strategy 1 shows that trans-
fer of knowledge between the disorders we consider is
achievable to a high degree by training very few param-
eters, reaching performances close to those obtained by
training the full models for the target task, and in the
case of the cross-disorder transfer between depression
and self-harm, it even exceeds it (0.87 AUC compared
to 0.83 AUC). Self-harm is also the smallest of the
Reddit datasets, and the disorder which was the most
difficult to distinguish in cross-disorder classification -
premises which support the utility of transfer learning
in this case. Results of fine-tuning experiments (Strat-
egy 2) show that the baseline performance of models
trained for a disorder can be enhanced through trans-
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CROSS-DISORDER CROSS-PLATFORM
Source eRisk depression CLPsych eRisk depression

depression
Target eRisk eRisk CLPsych Shen et al. CLPsych

Anorexia Self-harm PTSD depression depression
F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC

Strategy 0 .17 .62 .13 .69 .31 .60 .69 .59 .38 .57
Strategy 1 .64 .90 .54 .87 .43 .73 .65 .74 .61 .72
Strategy 2 .63 .93 .67 .87 .58 .78 .86 .94 .60 .74

Baseline HAN .46 .91 .51 .83 .57 .70 .77 .81 .53 .73

Table 3: Cross-disorder and cross-platform transfer learning results, compared to individual disorder prediction.

fer learning on related disorders: for all disorders and
datasets, performance is improved compared to the re-
sults for the same model in a single-task setting, at least
for one metric. The largest improvement is obtained for
depression on the Twitter dataset (Shen et al., 2017),
which might benefit from transfer learning since it is
the smallest dataset.

Source All depression
Target eRisk Shen et al. CLPsych

F1 AUC F1 AUC F1 AUC
Strategy 3 .39 .81 .74 .83 .56 .82
Single-task .44 .86 .77 .81 .53 .73

Table 4: Cross-platform multi-task learning results.

In Table 4 we show the performance of the model after
being trained in a multi-task setting on the three de-
pression datasets. Multi-task learning seems to bene-
fit especially the Twitter datasets, while for the Reddit
dataset performance is not improved. The superior re-
sults of cross-disorder compared to cross-platform ex-
periments confirm previous findings on the difficulty of
cross-domain transfer for depression detection (Harri-
gian et al., 2020). In general, across strategies, cross-
platform transfer from Reddit to Twitter data has the
largest impact on performance, which might be due to
the longer texts typically found on Reddit.
For depression and PTSD detection, we compare our
results to a previous study using MTL (Benton et
al., 2017) for mental disorder detection. The authors
trained a MLP model and evaluated it on the same
CLPsych datasets. We show superior improvements af-
ter employing MTL, with the best models reaching or
exceeding 0.78 AUC for both disorders (compared to
0.78 for PTSD and around 0.75 for depression in the
previous study). The best performance across tasks re-
ported in this study is 0.84 AUC for suicide ideation
detection, whereas several of our models exceed this
score. For the other disorders, there are no previous
studies, to our knowledge, that use cross-disorder trans-
fer. Anorexia detection was approached within the
2019 eRisk shared task (Losada et al., 2019), with the
best team obtaining a 0.70 F1-score (Mohammadi et
al., 2019). We obtain similar results with the RoBERTa
transformer. Most previous literature on self-harm de-
tection consists of the solutions submitted in the eRisk
2019 shared task (Losada et al., 2019), where self-harm

Source eRisk CLPsych
Target Anorexia Self-harm PTSD

F1 AUC F1 AUC F1 AUC
All-word seq .49 .88 .24 .77 .57 .74

All-function words .51 .90 .61 .83 .57 .77
All-lexicon feat .50 .91 .42 .81 .54 .75

All features .63 .93 .67 .87 .58 .78

Table 5: Ablation for cross-disorder transfer, using dif-
ferent depression datasets as source data.

detection was framed as an unsupervised task, and the
best team obtained 0.52 F1 scores (using a compara-
ble strategy based on training a model on an external
dataset), whereas we obtain results up to 0.67 F1 with
our best model.

7. Interpretability
7.1. Ablation Experiments
In the previous sections we have shown that transfer
learning can be effectively used to improve classifica-
tion of mental disorders, suggesting as well that the
way mental disorders manifest in language show sim-
ilar patterns across disorders. Our choice of features
extracted to represent different levels of the language
allows us to isolate the features used in order to attempt
to explain which features are most useful as vehicles for
knowledge transfer between disorders.
In order to answer this question, we perform a series
of ablation experiments, where we ignore each type of
feature one by one (along with the hidden layers en-
coding it), as a way to measure its impact on the ef-
fectiveness of the knowledge transfer. Based on the
HAN model, we remove each of the features one by
one: first the word sequences (along with the post-level
LSTM layers), then the bag-of-function-words feature,
and finally the lexicon features. We then train the par-
tial model on the source task, then fine-tune it on the
target task (Strategy 2). Results are shown in Table 5.
We notice that using all features is generally the opti-
mal strategy, proving that including multi-aspect fea-
tures is useful for successful transfer learning. Among
them, removing word sequences significantly reduces
the performance of the transferred model across dis-
orders, suggesting they are the most effective at cap-
turing common patterns. Lexicon features (reflecting
emotions and other psycho-linguistic categories) are
more useful than function words in the case of self-
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Experiment Psycho-linguistic categories (LIWC features) Emotions (NRC features)
Depression verbs, tentative, I (1st pers pron), adverbs, past fear, anger, negative
(eRisk) baseline tense, pronouns, present tense, conjunctions emotion, sadness
Self-harm health, insight, cognitive processes, pronouns
baseline function words, adverbs sadness, negative emotion
Anorexia future tense, positive emotion, affective, function anger, fear,
baseline words, adverbs, present tense, pronouns negative emotion
PTSD they (3rd pers pron), health, insight, she/he fear, joy, positive emotion,
baseline negative emotion, sadness

Depr→self-harm you (2nd pers pron), function words,
transfer impersonal pronouns, verbs positive emotion
Depr→anorexia future tense, affective, function words, adverbs,
transfer present tense, I (1st pers pron), verbs, social fear, negative emotion
Depr→PTSD exclusive, sad, conjunctions, adverbs, friend, anger, positive emotion,
transfer biology sadness

Table 6: Features with highest differences between cor-
rectly classified and misclassified texts.

harm and PTSD, suggesting these affective and psycho-
logical features encode some commonalities between
these disorders better than the stylistic level. As a ref-
erence baseline, we also include ablation experiments
performed on the original trained models prior to trans-
fer learning. Results are listed in the Appendix, show-
ing similar patterns of feature importance, with word
sequences and lexicons features proving most useful.
One interesting effect is the importance of function
words for detecting anorexia, self-harm and PTSD: in
the baseline results, the ablation experiments show it is
not a useful feature for predicting these disorders, while
in the transfer learning results, the behavior changes -
removing the function words feature harms the predic-
tion performance. This suggests that pre-training the
models on the depression detection task helps learn pat-
terns in function word distribution which are useful for
predicting the target disorders.

7.2. Error Analysis
We attempt to understand what causes misclassifica-
tions by comparing correctly versus incorrectly clas-
sified examples in terms of the metrics computed us-
ing lexicons, which are the most easily interpretable
features in our multi-aspect models. The features for
which the misclassified examples and correctly clas-
sifed examples differ most significantly (p ≤ 0.05)
on average are shown in Table 6 for each experi-
ment (including baselines and cross-disorder transfer
learning experiments using strategy 2). We notice a
high incidence of grammatical categories across all
experiments, suggesting that inclusion of a feature to
model part-of-speech distribution could improve per-
formance. Our results also help us identify some as-
pects of the language used by people suffering from dif-
ferent disorders which become more accurately mod-
elled by the trained neural networks after transfer learn-
ing, such as the expression of some emotions: for
example sadness in the case of self-harm, anger for
anorexia, and fear and joy for PTSD. These results
could suggest that the identified emotions show simi-
lar patterns between depression and the different target
disorders, which the models learn to better identify af-
ter transfer learning.

8. Conclusions
In this study we have explored the issue of automatic
prediction of mental disorders from social media data

using transfer learning, from both cross-disorder and
cross-platform perspectives. We are the first to exper-
iment with deep learning architectures including dif-
ferent types of linguistic features for transfer learning,
and we compare different transfer strategies, demon-
strating compatibility between the manifestation of the
different disorders at the level of language, and show-
ing that transfer learning could be leveraged as a solu-
tion for building models in the case of disorders where
annotated data is scarce (RQ1). The results of the dif-
ferent transfer learning experiments and of the cross-
disorder classification experiments show that we can
find some common features between any of the studied
disorders, but some disorders (such as self-harm and
depression) show more similarity than others (such as
PTSD and depression), confirming existing evidence
of co-morbidity between certain disorders (RQ2). At
the level of cross-platform transfer, we show that it
can provide performance improvements in the case of
transferring knowledge from data sources where texts
are longer (e.g. Reddit) to datasets with shorter writ-
ings (such as Twitter), whereas the reverse is not as
effective (RQ1). We have included features to cap-
ture different linguistic levels, which can be useful for
a better understanding of how mental disorders mani-
fest in language, and performed ablation experiments
to understand which features are most useful for trans-
fer learning (RQ3). We provided some interpretability
with regards to feature importance through ablation ex-
periments, and through feature-based error analysis.
In the future, it could be promising to combine the dif-
ferent linguistic features with transformer-based repre-
sentations, for example by integrating pre-trained sen-
tence embeddings as the HAN’s post-level sentence en-
coder. Moreover, multi-modal solutions have rarely
been used in computational studies related to mental
health (Ramı́rez-Cifuentes et al., 2020; Liu et al., 2016;
Guntuku et al., 2019), and to our knowledge they have
not been explored in the context of transfer learning.
Finally, extending the analysis to additional disorders
with known co-morbidities would help with better un-
derstanding the overlap between certain disorders’ def-
initions and manifestations.
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L. C., and Montes, M. (2019). Detecting depression
in social media using fine-grained emotions. In Pro-
ceedings of the 2019 conference of the North Ameri-
can chapter of the association for computational lin-
guistics: human language technologies, volume 1
(long and short papers), pages 1481–1486.

Argamon, S. and Levitan, S. (2005). Measuring the
usefulness of function words for authorship attribu-
tion. In Proceedings of the 2005 ACH/ALLC Con-
ference, pages 4–7.

Benton, A., Mitchell, M., and Hovy, D. (2017). Multi-
task learning for mental health using social media
text. arXiv preprint arXiv:1712.03538.

Bridge, J. A., Goldstein, T. R., and Brent, D. A. (2006).
Adolescent suicide and suicidal behavior. Journal of
child psychology and psychiatry, 47(3-4):372–394.
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Appendix
A. Hyperparameters

• LSTM units (post encoder) = 128

• dense BoW units = 20

• dense lexicon units = 20

• CNN filters (post encoder) = 100

• CNN kernel size (post encoder) = 5

• LSTM units (user encoder) = 32

• dropout = 0.0

• l2 = 0.00001

• optimizer = Adam

• learning rate = 0.0001

• early stopping patience = 20

• epochs = 20

• maximum sequence length = 256

• posts per chunk = 50
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B. Additional Metrics for Experiment Results
Source All depression
Target eRisk (Shen et al.) CLPsych

P R P R P R
Strategy 3 .46 .37 .60 .84 .71 .49

Table 9: Precision and recall for cross-genre multi-task
learning results for depression detection.

SELF-HARM ANOREXIA DEPRESSION PTSD
eRisk eRisk eRisk (Shen et al) CLPsych CLPsych

Model P R P R P R P R P R P R
HAN .67 .44 .44 .57 .71 .57 .65 .95 .48 .63 .51 .67

Table 7: Precision and recall scores for all datasets and
models trained on individual tasks.

CROSS-TASK CROSS-GENRE
Source eRisk depression CLPsych eRisk depression

depression
Target eRisk eRisk CLPsych (Shen et al.) CLPsych

Anorexia Self-harm PTSD depression depression
P R P R P R P R P R

Strategy 0 .09 .92 .35 .11 .37 .28 .54 .97 .35 .44
Strategy 1 .71 .64 .41 .85 .49 .40 .60 .71 .48 .41
Strategy 2 .43 .71 .71 .57 .48 .63 .87 .86 .50 .82

Table 8: Precision and recall scores for cross-task and
cross-genre transfer learning.

Source eRisk depression CLPsych
depression

Target eRisk eRisk CLPsych
Anorexia Self-harm PTSD
P R P R P R

All-word seq .45 .61 .55 .16 .44 .85
All-function words .70 .56 .61 .65 .53 .63

All-lexicon feat .44 .67 .75 .30 .49 .63
All features .43 .71 .71 .57 .48 .63

Table 11: Precision and recall scores for ablation ex-
periments, using HAN.

Depression Anorexia Self-harm
P R F1 P R F1 P R F1

Depression/anorexia/self-harm (reddit) .23 .61 .33 .53 .50 .51 .82 .22 .34
Depression/PTSD (Twitter) .65 .84 .72 - - - - - -

Table 12: Precision, recall and F1 scores per class,
for classification among disorders: multi-class clas-
sification for depression/anorexia/self-harm or reddit
dataset, and binary classification on depression/PTSD
on Twitter dataset (depression considered the positive
class).
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SELF-HARM ANOREXIA DEPRESSION PTSD
eRisk eRisk eRisk CLPsych CLPsych

Model F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC
All-word seq .34 .83 .47 .85 .34 .79 .51 .68 .50 .53

All-function words .55 .84 .46 .93 .50 .81 .53 .69 .57 .71
All-lexicon feat .59 .79 .57 .90 .43 .84 .50 .65 .60 .72

All features .51 .83 .46 .91 .44 .86 .53 .73 .57 .70

Table 10: F1 and AUC scores for ablation experiments on individual disorder classification with HAN (no transfer
learning).
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C. Error Analysis - Additional Details for Distinctive Features of Misclassifications
Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

space .053 .048 5.38e-6 insight .018 .021 2.46e-6
verb .182 .235 4.50e-30 tentat .022 .027 8.80e-15
body .006 .008 .001 death .003 .002 .0006
quant .022 .027 9.40e-11 excl .020 .025 2.42e-14

i .030 .049 2.48e-34 achieve .017 .015 9.37e-7
adverb .038 .048 1.37e-17 preps .0103 .097 1.54e-5

past .029 .037 2.07e-17 ppron .064 .092 9.38e-38
present .145 .189 2e-27 conj .040 .047 1.35e-10

they .005 .006 .002 cogmech .127 .145 1.1e-15
pronoun .110 .151 3.75e-38 discrep .012 .016 6.34e-14
assent .006 .008 5.97e-6 shehe .007 .010 1.64e-6
incl .028 .030 .001 anger .017 .015 .001

future .007 .103 2.95e-31 feel .004 .006 .0001
auxverb .136 .178 1.12e-30 ipron .046 .058 2.97e-21
motion .015 .017 .006 swear .003 .004 .0001
money .008 .007 .002 affect .063 .069 6.21e-5
sexual .004 .006 .001 nonfl .0012 .0018 1.90e-5
negate .018 .023 8.02e-12 you .016 .022 1.22e-10
work .024 .018 6.37e-11 bio .020 .022 .034
social .074 .086 5.71e-12 posemo .040 .046 0.0002
funct .426 .493 2.26e-27 percept .022 .024 .002

certain .011 .013 9.88e-6
anger .015 .013 .0002 fear .020 .017 6.34e-7

negative .033 .029 .0001 positive .049 .046 .003
sadness .016 .015 .013 surprise .012 .011 .001

trust .031 .029 .0008

Table 13: Difference between average values of emo-
tions and LIWC categories between correctly classi-
fied and misclassified examples for significant features
(p≤0.05) for depression detection (eRisk dataset, no
trasfer learning).
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Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

future .080 .102 2.64e-10 article .056 .052 .018
space .050 .047 .019 affect .063 .073 1.11e-5
inhib .005 .004 .034 posemo .041 .052 5.36e-8
verb .196 .236 1.39e-9 past .031 .034 .011
funct .446 .492 8.20e-7 adverb .041 .050 1.24e-7

insight .019 .022 .001 negate .020 .022 .018
leisure .018 .015 .010 anger .010 .007 .001

excl .022 .026 .0002 present .157 .193 3.79e-10
work .020 .017 .012 percept .024 .026 .028

auxverb .147 .176 2.97e-8 i .035 .055 1.47e-19
quant .047 .027 .022 conj .042 .049 8.19e-6

cogmech .132 .145 .0001 incl .028 .031 .001
assent .006 .008 .0006 tentat .024 .027 .001
ipron .049 .057 .0002 feel .005 .006 .001
death .003 .001 .001 you .018 .022 .004

pronoun .121 .152 3.80e-11 anx .002 .003 .048
discrep .014 .015 .045 ppron .071 .095 3.24e-13

fear .018 .015 .004 negative .030 .027 .010

Table 14: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for anorexia detection (no trasfer learning).

Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

future .098 .113 .0001 article .057 .051 .030
health .004 .008 6.73e-6 funct .488 .540 1.51e-7
adverb .051 .063 1.57e-5 insight .020 .026 3.47e-5

excl .026 .036 7.15e-8 present .189 .210 .002
sexual .006 .008 .019 percept .024 .028 .036

auxverb .171 .191 .001 i .047 .066 8.82e-9
ppron .092 .112 5.43e-7 money .006 .004 .025
conj .045 .061 1.19e-11 cogmech .142 .168 1.66e-7
relig .004 .002 .025 bio .022 .029 .0006
incl .026 .033 9.19e-7 tentat .025 .032 7.77e-6
feel .006 .008 .009 verb .233 .258 .001
sad .004 .006 .023 pronoun .149 .175 1.06e-6

head .005 .006 .017 we .005 .003 .008
anx .002 .003 .094 discrep .016 .019 .016

negative .030 .034 .030 sadness .015 .019 2.37e-5

Table 15: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for self-harm detection (no transfer learning).

Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif
motion .015 .016 .024 anx .003 .002 .039
percept .019 .021 .019 they .004 .004 .001

see .007 .008 .014 time .044 .047 .013
article .039 .037 .022 health .006 .005 .004

negemo .024 .021 .020 posemo .040 .045 .0004
insight .015 .013 .003 shehe .007 .006 .004
death .0019 .0015 .017

anticipation .024 .026 .005 fear .017 .014 1.96e-5
joy .023 .027 .0003 negative .030 .027 .002

positive .044 .049 .0009 sadness .016 .014 .001

Table 16: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for PTSD detection (no transfer learning).
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Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

future .080 .102 2.64e-10 space .050 .047 .003
affect .063 .071 5.77e-6 inhib .005 .004 .004

posemo .041 .050 2.98e-7 past .030 .034 .0005
friend .001 .002 .0004 funct .443 .492 4.80e-10
nonfl .0014 .0019 .020 adverb .041 .049 3.89e-9

insight .019 .022 4.79e-6 negate .020 .023 .0003
excl .022 .026 5.83e-7 present .154 .192 4.18e-14
work .020 .017 .002 preps .100 .096 .026

auxverb .145 .177 2.34e-12 i .034 .052 1.24e-20
quant .024 .027 .0006 conj .042 .048 3.63e-6

cogmech .131 .145 1.63e-6 incl .038 .030 .012
assent .006 .009 1.41e-6 tentat .023 .027 1.82e-6
ipron .049 .058 1.41e-8 feel .005 .006 .005
verb .193 .23 1.04e-13 death .003 .002 .003
you .018 .021 .001 pronoun .119 .152 5.46e-16

social .076 .085 7.18e-5 discrep .013 .015 .001
ppron .070 .093 3.25e-16
anger .014 .012 .013 fear .018 .015 .0002

negative .030 .027 .001

Table 17: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for anorexia detection (with transfer strategy 2).

Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

verb .232 .257 .0004 future .098 .110 .002
excl .028 .031 .023 auxverb .170 .191 .0003
ipron .056 .063 .004 funct .493 .516 .015
excl .028 .031 .023 affect .079 .087 .029

ppron .094 .104 .010 sexual .006 .008 .023
present .188 .209 .0009 you .021 .027 .0009
pronoun .150 .168 .0004 posemo .051 .059 .023

Table 18: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for self-harm detection (transfer learning strategy 2).

Emotion/ Mean value Mean value p-value Emotion/ Mean value Mean value p-value
category correct classif misclassif category correct classif misclassif

excl .018 .021 3.08e-5 funct .382 .410 .0006
work .013 .009 .001 feel .0051 .0059 .022

i .049 .059 .0001 ppron .088 .200 .0007
future .080 .091 .0002 leisure .016 .012 .002
death .001 .002 .001 space .042 .039 .010
anger .012 .010 .006 tentat .012 .018 .0002
swear .006 .008 .013 ipron .034 .034 .0001
sad .003 .004 1.71e-5 auxverb .135 .150 .0005
conj .034 .040 9.49e-7 motion .017 .014 .001

pronoun .122 .138 .0001 negemo .021 .026 .0001
adverb .038 .042 .0007 bio .025 .028 .017
body .008 .010 .001 friend .0020 .0026 .006

relativ .109 .101 .002 we .006 .005 .015
cogmech .106 .112 .017 money .005 .004 .013

anger .010 .012 .006 positive .048 .043 .005
sadness .014 .015 .048

Table 19: Difference between average values of emotions and LIWC categories between correctly classified and
misclassified examples for significant features (p≤0.05) for PTSD detection (with transfer strategy 2).
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Task Distinctive terms
Depression baseline her, I, in, is, me, my, of, she, trump, was
Self-harm baseline I, she, que, meme, is, film, game, bpd, video, suicide
Anorexia baseline u, the, am, el, guerreriar, i, me, my, guerrero, reddit
PTSD baseline besties, dundee, fife, gameinsight, ipadgames, ptsd, nipclub
Depression transfer to self-harm que, de, despacito, o, you, para, se, that, cleetus, y
Depression transfer to anorexia you, the, my, I, am, u, shinies, trump, senate, el, guerreriar
Depression transfer to PTSD besties, brain, dundee, fife, neuro, salary, vietnam, thatsheartgiveaway

Table 20: Most distinctive terms in the vocabulary between correctly classified and misclassified examples, using
chi2 test on tf-idf scores.
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