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Abstract
This paper presents the methodology we used to crowdsource a data collection of a new large-scale signer independent
dataset for Kazakh-Russian Sign Language (KRSL) created for Sign Language Processing. By involving the Deaf community
throughout the research process, we firstly designed a research protocol and then performed an efficient crowdsourcing
campaign that resulted in a new FluentSigners-50 dataset. The FluentSigners-50 dataset consists of 173 sentences performed
by 50 KRSL signers for 43,250 video samples. Dataset contributors recorded videos in real-life settings on various backgrounds
using various devices such as smartphones and web cameras. Therefore, each dataset contribution has a varying distance
to the camera, camera angles and aspect ratio, video quality, and frame rates. Additionally, the proposed dataset contains a
high degree of linguistic and inter-signer variability and thus is a better training set for recognizing a real-life signed speech.
FluentSigners-50 is publicly available at https://krslproject.github.io/fluentsigners-50/
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1. Introduction
Natural languages utilized largely by deaf populations
across the world are known as sign languages. In sign
languages, meaning is expressed by a series of mo-
tions involving the hands, torso, arms, head, and face.
Sign languages, like spoken languages, contain several
levels of linguistic structure, such as phonology, mor-
phology, syntax, semantics, and pragmatics. Over 300
different sign languages have been recognized thus far
(Koller, 2020).
One of the main challenges, as Bragg et al. (2019) cor-
rectly point out in their review of research in the field of
Sign Language Processing (SLP), is related to signifi-
cant limitations of public sign language datasets that
limit the power and generalizability of recognition sys-
tems trained on them. SLP is a research area focusing
on sign language recognition, generation, and transla-
tion. Apart from obvious dataset limitations such as the
size of the vocabulary (due to expensive recording and
annotation processes), most datasets only contain iso-
lated signs (such as MS-ASL (Joze and Koller, 2018)
and Devisign (Chai et al., 2014)), which are insuffi-
cient for most real-world use cases that require natural
signing (continuous and spontaneous) and training on
complete sentences and longer utterances (Bragg et al.,
2019).
Another disadvantage of most presently used datasets
is the lack of environmental heterogeneity since they
are often recorded in the same setting(s) and have
just one vocabulary domain, resulting in overfitting
when applied to models that are architecturally more
complex (Koller et al., 2016). As a result, several
Continuous Sign Language Recognition (CSLR) tech-
niques concentrate solely on cropped hands to make

the task easier (Bragg et al., 2019). It loses vital
verbal and grammatical information provided by body
movements, facial expressions, and mouthing. Further-
more, many sign language datasets include inexperi-
enced or non-native contributors (i.e., students), who
sign slower and simplify the style and vocabulary to
make the computer vision problem simpler, although
of no real utility (Bragg et al., 2019).

This paper describes our methodology utilized to
crowdsource a new large-scale Kazakh-Russian Sign
Language dataset (FluentSigners-50) with the help of
the Deaf community in Kazakhstan. By following rig-
orous ethical standards, we carefully designed a re-
search protocol in close consultation and collabora-
tion with the representatives of the Deaf community.
This collaboration resulted in an efficient crowdsourc-
ing campaign in which 50 dataset contributors under-
stood the task and independently performed data col-
lection. This paper proposes a crowdsourcing method-
ology for dataset collection and details our experience
and key takeaways.

The objective of FluentSigners-50 is to address three
shortcomings of commonly used datasets identified by
Bragg et al. (2019): continuous signing, signer vari-
ety, and native signers. FluentSigners-50’s main ad-
vantage is in its large signer variety: age (ranging from
8 to 57 years old), gender (18 male and 32 female),
clothing, skin tone, body proportions, disability (deaf
or hard of hearing), and fluency. Additionally, as the
dataset was crowdsourced: the participants were using
a variety of their own recording devices (such as smart-
phones and web cameras), it resulted in a large vari-
ety of backgrounds, lighting conditions, camera qual-
ity, frame rates, camera aspect ratios, and angles. Fi-
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Datasets Language Signers Deaf Vocabulary Samples In the wild
The SIGNUM (Von Agris and Kraiss, 2007) DGS 25 Yes 780 780 No
The RWTH-BOSTON-400 (Dreuw et al., 2008) ASL 4 Yes 483 843 No
The RWTH-PHOENIX-Weather 2014T (Cam-
goz et al., 2018)

DGS 9 No 2887 8257 No

Video-Based CSL (Huang et al., 2018) CSL 50 No 178 25000 No
The BSL-1K (Albanie et al., 2020) BSL 40 Yes 1064 - No
The How2Sign (Duarte et al., 2020) ASL 11 Yes 16000 35000 No
FluentSigners-50 KRSL 50 Yes 278 43250 Yes

Table 1: Datasets used for Continuous Sign Language Recognition. This list excludes datasets of isolated signs.
Deaf column indicates if deaf signers contributed to the dataset. In the wild column indicates if recording settings
varied. No means that the settings were the same for all samples.

nally, FluentSigners-50 contains recordings of 50 con-
tributors that use sign language on a daily basis: either
deaf, hard of hearing, hearing CODA (Child of Deaf
Adults), and hearing SODA (Sibling of a Deaf Adult).
As a result, the dataset contains a certain degree of
linguistic variability, including phonetic, phonological,
lexical, and syntactic variations. Figure 1 demonstrates
ten participants showcasing signer variety as well as
video-related differences.
The remainder of this paper discusses Related
Work, followed by descriptions of our crowdsourcing
methodology for the data collection. We then briefly in-
troduce the data itself. The paper concludes with guide-
lines about how future studies could perform crowd-
sourcing of sign language datasets.

2. Sign Language Datasets
Sign language datasets are of great importance in or-
der to advance the tasks of SLP. For example, datasets
recorded using standard cameras have direct utility in
real-life situations. Such datasets contain videos of
either isolated signs or continuous signing. Table 1
presents an overview of the most commonly used sign
language datasets that are appropriate for the problem
of CSLR with the inclusion of FluentSigners-50.
The high performance of deep learning methods for
sign language recognition and translation tasks re-
quires thousands of samples of data for training ma-
chine learning methods. Bragg et al. (2019) high-
light that only a few publicly available and large-scale
sign language corpora exist. Furthermore, they spec-
ify the main concerns of existing datasets: a relatively
small vocabulary size, absence of spontaneous (real-
life) signing, novice signers and interpreters (e.g., stu-
dents), and lack of signers’ variety. Because of the im-
portance of fluency and the naturalness of signing, we
should distinguish between datasets containing contrib-
utors whose experience in sign language is unknown
(e.g., learned a few gestures for the sake of dataset
collection) and signers who use sign language as their
first language. Many datasets record professional inter-
preters who are often not native signers (i.e., CODA)
(Mukushev et al., 2020). While being professional and
fluent, the act of interpretation changes the execution

(e.g., use of a calque or loan translation, i.e., a lit-
eral word-for-word translation). Additionally, datasets
should differentiate between desired content and “real-
life” signs (i.e., self-generated rather than prompted)
(Bragg et al., 2019) and datasets collected in the wild
(i.e., varying recording settings and devices).

RWTH-Phoenix-Weather-2014 (Koller et al., 2015) is a
German Sign Language (DGS) dataset used as a bench-
mark for the most recent works in SLP. It features
nine signers who performed sign language translations
of the weather forecast on TV broadcasts. RWTH-
Boston-400 (Dreuw et al., 2008) is one of the first
CSLR benchmark datasets for American Sign Lan-
guage (ASL). Nevertheless, it has only four signers
present in the videos. In contrast, Video-Based CSL
(Chinese Sign Language) (Huang et al., 2018) pro-
vides a large number of participants (n=50) involved
in collecting the dataset. At the same time, they are
all recorded in the same recording settings, and most
participants seem to be unfamiliar with sign language
as they sign in slow and artificial ways without involv-
ing any facial expressions. SIGNUM (Von Agris and
Kraiss, 2007) is a signer-independent CSLR dataset of
DGS with all participants being fluent in DGS and are
either deaf or hard of hearing. However, all videos were
shot with a single RGB camera in a supervised con-
dition with the same lighting and uniform blue back-
ground. These concerns of existing datasets limit the
accuracy and robustness of the models developed for
SLR and their contribution to the challenges of real-
world signing. More recent datasets aim to address
most challenges of the previous datasets: BSL-1K (Al-
banie et al., 2020) provides the largest number of an-
notated sign data while How2Sign (Duarte et al., 2020)
provides the largest vocabulary size. Similar to older
datasets, they were either recorded in a controlled lab
environment or extracted from the TV broadcast. From
this perspective, FluentSigners-50 is the first sign lan-
guage dataset that includes 1) a large signer variety
recorded in various environmental conditions and 2)
fluent sign language contributors (deaf, hard of hearing,
CODA, or SODA). Future SLR and SLT models can
now be benchmarked on more than one dataset, which
will help build more reliable and applicable solutions.
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Figure 1: Signers showing the sign HELLO

3. Deaf-friendly Methodology
3.1. Ethics
The Ethics Committee of Nazarbayev University ap-
proved this research. Written informed consent forms
were accompanied with a video an experienced KRSL
interpreter translating the written text into sign lan-
guage. It included detailed explanations of the pur-
pose of the research and descriptions of how the data
would be stored, used, and shared. In particular, it
was explained that the objective is to collect a publicly
available dataset for the research community to down-
load and use for either linguistics or machine learning
purposes. Monetary compensation was equivalent to
one full day’s salary as data collection involved at least
three hours (a maximum of six hours) per participant.

3.2. Research protocol
As advised by Singleton et al. (2015), there is a need
for researchers to understand the implications of their
research protocol from the Deaf community’s perspec-
tive and to be aware that they are ethically accountable
for fully debriefing the Deaf participants and for shar-
ing with the Deaf community the findings of their re-
search. To this end, to evaluate our proposed data col-
lection protocol, we invited six professional sign lan-
guage interpreters who work at the national television.
They are native to KRSL since they were born and grew
up in families with at least one deaf parent. At first, we
planned to distribute the written sentences to partici-
pants for them to interpret them to KRSL with com-
plete freedom for the selection of signs and their or-
der. Since one of the main objectives for the dataset
was to be appropriate for both linguists and machine
learning researchers, the protocol was to obtain peo-
ple’s natural responses to common questions. For ex-
ample, in response to the question “what is the weather
like in winter?” people would respond similarly by say-
ing it is cold and windy. However, it was decided
against this idea. It would not be possible to achieve

a well-performing machine learning architecture given
the limited amount of data collected and its high risk of
receiving different responses.
Therefore, it was decided to brainstorm and compose
a set of phrases and sentences for the dataset that are
commonly used in the Deaf community on various top-
ics (e.g., greetings, introductions, family, profession,
hobby, food, habits, and others) for a total of 173 sen-
tences and provide their written translations in Rus-
sian and Kazakh languages for people to come up with
their interpretations of these sentences without restrict-
ing them what signs or sign order to use. Again, the in-
vited interpreters warned us that the linguistic variabil-
ity would be too diverse if people had complete free-
dom of interpretation. Such diverse data and its limited
size would not be appropriate for machine learning.
Currently, machine learning architectures are not good
enough to handle wide-range data and provide substan-
tial performance only on limited-vocabulary datasets.
Therefore, it was decided to record exemplary perfor-
mances of the 173 translations in KRSL in addition to
the welcome message, explanation of the task, and in-
structions for the recording settings. We recorded sev-
eral interpreters and their way of translating the written
sentences into KRSL to allow for linguistic variabil-
ity. In addition, each person repeated each sentence five
times to have more data for machine learning purposes.
We used the Logitech C920 Pro web camera and a dark
background (see Figure 1’s top-left signer). We later
distributed these videos to all other contributors of the
dataset. Thus, for all remaining contributors (44 peo-
ple), the task was to repeat one of the variations of the
KRSL sentences they saw in the exemplary recordings

3.3. The Data
The FluentSigners-50 dataset consists of everyday con-
versational phrases and sentences in KRSL, the sign
language used in the Republic of Kazakhstan. The
summary of FluentSigners-50 dataset is presented in
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Table 2. KRSL is closely related to Russian Sign Lan-
guage (RSL) and some other sign languages of the ex-
Soviet Union (Imashev et al., 2020). While no official
research comparing KRSL with RSL exists, our obser-
vations based on our experience researching both lan-
guages are that they show a substantial lexical over-
lap and are entirely mutually intelligible (Kimmelman
et al., ). The sentences and phrases of FluentSigners-
50 represent the following sentence types: statements,
polar questions, wh-questions, and requests. Table 3
presents a subset of sentences (translated to English).

Video resolution Range
Number of Signers 50
Repetitions 5
Number of sentences 173
Video duration 2∼11 seconds
Body joints Upper-body involved
Mean number of signs
per sentence/phrase

4

Vocabulary size 278
Total number of videos 43250
Total number of hours 43.9 (∼150 raw)

Table 2: Statistics of the FluentSigners-50 dataset

3.4. FluentSigners-50 Contributors
Given the importance of signer independence and
signer variety, we involved the local Deaf community
in FluentSigners-50 data collection.
The contributors to the dataset were recruited via word
of mouth, and they were friends, relatives, or col-
leagues of the initial six interpreters. All contribu-
tors participated in the data collection voluntarily and
signed an informed consent form accompanied by the
video with KRSL translation to enable full accessibil-
ity. For underage participants consent was collected
from the parents, who also were dataset contributors.
All contributors received monetary compensation for
their participation and agreed to have their data shared
as a dataset. All FluentSigners-50 contributors use
sign language on a daily basis as they are either deaf
(N=32), hard of hearing (N=6), hearing SODA (N=3),
or hearing CODA (N=9). All our signers are fluent
in KRSL but might not be considered “native” since
early acquisition may be necessary for developing na-
tive language abilities. Other factors, particularly the
quality of language input, may play a role (Lu et al.,
2016). According to this distinction, FluentSigners-
50 has 30 CODA contributors (including nine hearing
signers) and 20 who are not CODA (16 deaf, one hard
of hearing, and three hearing SODA). We decided to
name our dataset “FluentSigners-50” because all of our
contributors use sign language daily, and it is their pri-
mary language of communication. They all came from
various regions of Kazakhstan and are of different age
and gender groups. Figure 2 shows the age distribution

ID English translation
S000 Hello
S001 Hi
S002 How are you?
S003 How is your job?
S004 I am doing great
S005 I am all good
S006 I am fine
S007 I am doing terribly
S008 I am very bad
S009 What are you doing?
... ...
S166 What a wonderful day
S167 Today is so hot
S168 What is the weather right now?
S169 Is it snowing outside?
S170 Good weather
S171 It is very cold outside
S172 I love when it rains
S173 I do not like the heat
S174 I like the wind
S175 There is a very strong wind outside

Table 3: Subset of sentences used in the study (trans-
lated to English). Full list of sentences can be down-
loaded from the dataset’s website

of participants, with ages ranging from 8 to 57 years
old.

3.5. Crowdsourcing the data
The participants were asked to watch the pre-recorded
sentences one by one and record themselves repeating
each sentence five times. Such a data collection pro-
cess did not require the presence of a researcher or
an interpreter. Even though the signers were asked
to repeat the pre-recorded KRSL sentences, many of
them added their minor corrections. They performed
the sentences in their way since they relied on their
own communication experience, method of interpreta-
tion, etc. All collected videos have different quality
and resolutions since they used their mobile phones or
web cameras with varying backgrounds, lighting and
illumination conditions, quality of the videos, camera
aspect ratios and angles, distance to the camera, and
frame rates making the FluentSigners-50 dataset di-
verse and realistic compared to other CSLR datasets.
The filming process of each contributor took about 3.5
hours. Recorded videos were then shared with one of
the researchers via Whatsapp, Google Drive, Mail.Ru
cloud, or similar file-sharing solutions. The duration of
all raw videos was more than 150 hours. Each video
was carefully validated and annotated by one of the re-
searchers, resulting in 43 hours of labeled trimmed ma-
terials. When some translations were missing or did
not have five repetitions, the researcher contacted that
contributor via Whatsapp messenger.
Signer independence is one of the main challenges
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Figure 2: Number of videos per age distribution of participants

that must be addressed for the real-life value of ma-
chine learning models. Our dataset can help address
this challenge as it provides both visual-related differ-
ences of each signer, such as variability in postures,
distance to the camera, lighting, backgrounds, camera
aspect ratios and angles, frame rates, quality, as well
as linguistic-related differences of each signer, such
as phonetic, phonological, lexical and syntactic vari-
ations.

4. Linguistic properties of the data
While a complete linguistic analysis of the data set is
yet to be conducted, we can already observe a large
amount of variation at different levels, as would also
be expected in naturalistic sign language production
(Schembri and Johnston, 2012). Phonetic and phono-
logical variations are observed in many signs. For
example, the sign HELLO is produced with 2, 3, or
4 movement repetitions by different signers, which is
most likely phonetic variation. Lexical variation is also
found in the dataset, where different lexical signs for
the same concept are chosen by different signers. For
example, in sentence 109, different lexical signs for
‘adore’ are used by different signers. Syntactic vari-
ation can be observed as well. Word order varies be-
tween signers: one pattern concerns the position of wh-
signs; for instance, in sentence 65 ‘Where were you
born?’, the wh-sign WHERE occurs either in the ini-
tial or medial position, as also described for some other
sign languages (Cecchetto, 2012).

5. Guidelines for future research
Reflecting on our overall experience, there emerge
some guidelines about how future studies could con-
duct crowdsourcing involving Deaf community:

• Deaf community input early in the research stage
helps identify potential issues and shape data col-
lection methods. The initial consultation with the
Deaf community allows for the design of a better
research protocol.

• Deaf participants should be fully aware of the re-
search purposes, procedure, and plans for sharing
the data. In particular, a signed version of an in-
formed consent form has to be provided. An in-
terpreter has to be available for questions, etc. Re-
searchers have to follow rigorous ethical standards
to minimize potential ethical issues. Researchers
are advised to perform debriefing and share their
findings with the Deaf community.

• For people with low technological literacy, re-
searchers or interpreters could be present or be
available online to help with data collection.

• There might still be some contributors who need
to be contacted to resend or recollect unclear or
missing data. The process requires manual check-
ing for quality.

• In some cases, contributors might need at least one
exemplary video to minimize linguistic variability
in signing. In other cases, contributors might be
free to sign their interpretations or even answer
open-ended questions to allow for the collection
of natural and spontaneous signing.

• In collaboration with interpreters, researchers
need to develop instructions, guidelines, or tips for
participants to use during data collection. Some
technical skills will be helpful both within and
outside data collection.

• Although the Deaf community is eager to be in-
volved in research, it is advised to compensate the
contributors for their time.

6. Conclusion
This paper details our methodology used for data col-
lection of the FluentSigners-50 dataset, a new large-
scale Kazakh-Russian Sign Language dataset that aims
to contribute to the development of continuous sign
language recognition by introducing a new large-scale
multi-signer benchmark. The main difference with
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other sign language datasets is its large number of
sign language contributors who are deaf, hard of
hearing, and hearing CODA or SODA. Every video
was recorded in different settings with varying back-
grounds and lighting using their web or mobile phone
cameras, which resulted in considerable variability in
videos’ resolution and frame rate. Additionally, the
FluentSigners-50 dataset contains a high degree of lin-
guistic and inter-signer variability and thus is a better
training set for recognition of a real-life signed speech.
The dataset is fully open and is available online at
https://krslproject.github.io/fluentsigners-50.
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