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Abstract
In this paper, we present a student feedback corpus that contains 3000 instances of feedback written by university students.
This dataset has been annotated for aspect terms, opinion terms, polarities of the opinion terms towards targeted aspects,
and document-level opinion polarities. We developed a hierarchical taxonomy for aspect categorisation, which covers many
aspects of the teaching-learning process. We annotated both implicit and explicit aspects using this taxonomy. Annotation
methodology, difficulties faced during the annotation, and the details of the aspect term categorization are discussed in detail.
Using state-of-the-art techniques, we have built baseline models for the following tasks: Target oriented Opinion Extraction,
Aspect Level Sentiment Analysis, and Document Level Sentiment Analysis. These models reported 64%, 75%, and 86% F1
scores (respectively) for the considered tasks. These results illustrate the reliability and usability of the corpus for different
tasks related to sentiment analysis.

Keywords: Target-oriented Opinion Word Extraction, Aspect-level Sentiment Analysis, Document-level Sentiment Analysis,
Pre-Trained Language Models (PLM), Student Feedback

1. Introduction
Student feedback is very useful when it comes to im-
proving the teaching and learning process. Tradi-
tionally, student feedback was collected using forms
that had to be manually read and summarized. But
such manual analysis requires considerable time and
effort. Nowadays online portals are available to col-
lect feedback, but technology to automatically summa-
rize/aggregate student feedback is not publicly avail-
able.
While document level sentiment analysis (DLSA) pro-
vides an overall idea of the sentiment of student feed-
back, it does not indicate the student’s opinion on dif-
ferent aspects of the the teaching/learning process. The
solution is aspect level sentiment analysis (ALSA).
ALSA may involve multiple sub-tasks: Aspect Extrac-
tion (AE), Opinion Extraction (OE), Aspect Opinion
Pair Extraction (AOPE) and Target Oriented Opinion
Word Extraction (TOWE).
Accordingly, student feedback can be analysed in the
following manner:

1. Identifying and extracting all the aspects of a
given feedback (AE)

2. Identifying and extracting all the opinions for a
given aspect (TOWE)

3. Determining the sentimental polarity of the as-
pects (ALSA)

4. Determining the sentimental polarity of the whole
feedback (DLSA)

In this paper, we only focus on the last three tasks
(TOWE, ALSA, and DLSA, respectively).

In order to understand these tasks, consider the sen-
tence, “Teaching skills are outstanding, and the exam
was easy”,

• The task of the TOWE model is to extract opin-
ion words towards aspect words (underlined) in
the sentence. Here, it should extract outstanding
and easy as the opinion words.

• The task of the ALSA model is to predict the sen-
timent polarity expressed by the opinion words,
towards the aspect words when the opinion words
and aspect words are given. Here we see a posi-
tive polarity towards the Teaching skills and exam
aspects.

• The task of the DLSA model is to predict the over-
all sentiment of the feedback. For the given exam-
ple, the model should predict a positive polarity.

Though there is a large amount of research conducted
in the area of analyzing customer reviews (mainly us-
ing sentiment analysis techniques), there is very less
amount of research conducted on analyzing student
feedback. Some previous research in the student feed-
back domain has identified taxonomies of opinion tar-
gets (Sindhu et al., 2019; Chathuranga et al., 2018), but
those are not comprehensive. We are not aware of any
publicly available annotated datasets for this domain.
We prepared a student feedback dataset annotated with
a comprehensive set of opinion categories and opinion
targets towards which the students have expressed their
opinions. This corpus consists of 3000 student feed-
back, with 1800 feedback collected from https://
www.ratemyprofessors.com/ and 1200 from
University of Moratuwa, Sri Lanka. This corpus has
been publicly released and can be used for all the three
tasks mentioned above.

https://www.ratemyprofessors.com/
https://www.ratemyprofessors.com/
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To define aspect categories in the annotation schema,
we referred to Sindhu et al. (2019) and Chathuranga
et al. (2018). By further improving these annotation
schema, we developed a new set of aspect categories
that covers different areas of the teaching/learning
process. We annotated both explicit and implicit aspect
terms and corresponding opinions. Annotation of
sentiment polarities has been divided into two parts:
aspect level opinion and document level opinion.
To annotate document-level sentiment polarities,
categories used in the SemEval 2016 shared task have
been used (Positive, Negative, and Neural) (Pontiki
et al. (2016)). To annotate aspect-level sentiments,
we introduced two new labels instead of “Neutral” as,
“Neutral with Suggestions” (NeutralSug) and “Neutral
without Suggestions” (NeutralNSug). This is because
student feedback data contains a lot of suggestions and
recommendations for fellow colleagues.
For Target Oriented Opinion Word Extraction, we
chose (Jiang et al., 2021) as the baseline. For Aspect
Level Sentiment Analysis (ALSA), we used Dai et al.
(2021) as the baseline. For Document Level Sentiment
Analysis (DLSA), we fine-tuned several pre-trained
models that have shown promising results for related
tasks - BERT-base (Xu et al., 2019), RoBERTa-base
(Liu et al., 2019a), ALBERT-base (Lan et al., 2019)
and XLNET-base (Yang et al., 2019).

In addition to the annotated dataset and code for read-
ing, annotated data 1 is publicly released, in the hope
that it would help more research to focus on this rela-
tively under-studied domain.

2. Related Work
2.1. Datasets and Taxonomies
Sindhu et al. (2019) developed an annotation scheme
for student feedback analysis by conducting interviews
with education domain experts. They introduced 12 as-
pect categories. However, this taxonomy has an issue
of overlapping aspect categories. For example, “Be-
havior” aspect category can be overlapped with “Po-
liteness” aspect category, since politeness is a type of
behavior (Behavior aspect category ∩ Polite aspect cat-
egory ̸= ∅). Despite the fact that Chathuranga et al.
(2018) only used aspects related to lecturers, they re-
duced ambiguity between aspects by adopting a hier-
archical representation of the aspects. Sivakumar and
Reddy (2017) introduced 7 aspect categories includ-
ing Teaching, Facilities, Sports, Fees etc. But when
it comes to some aspects such as teaching, there can
be fine-grained sub-aspects that need to be considered.
However, such fine-grained aspects are not considered
in their taxonomy. Lwin et al. (2020) also annotated a
student feedback dataset, but did not develop a taxon-
omy for aspects.

1https://huggingface.co/datasets/
NLPC-UOM/Student_feedback_analysis_
dataset

Van Nguyen et al. (2018) and Nguyen et al. (2018)
both introduced student feedback corpora for the Viet-
namese language, which is a low resource language.
They also present the methods of building annotation
guidelines that are used to ensure the annotation accu-
racy and the consistency of the corpus. The datasets
are annotated for two different tasks: sentiment-based
and topic-based classifications, with one label per sen-
tence. None of this research has publicly shared their
annotated dataset.
A noticeable amount of research has been done for
other domains such as movies, restaurant and product
purchasing (Wu et al., 2020), because there exist a sig-
nificant amount of datasets with or without annotation
in those domains such as SemEval 14/15/16 1, Amazon
Review Data. 2, Yelp 3 and IMDB 4 datasets.

2.2. Sentiment Analysis on Student Feedback
Lwin et al. (2020) used Naı̈ve Bayes and Support
Vector Machines classifiers for sentiment analysis on
student feedback, while Sivakumar and Reddy (2017)
carried out sentiment analysis based on aspects and
classified sentences into the predefined set of aspect
categories. They experimented with Decision Trees,
Support Vector Machines and Naı̈ve Bayes classifiers.
Chathuranga et al. (2017) focused on extracting the
opinion targets from student feedback using a Condi-
tional Random Fields (CRF) classifier. Sindhu et al.
(2019) used a two-layered LSTM model for aspect-
based opinion mining and sentiment analysis. Mis-
uraca et al. (2021) and Karunya et al. (2020) used
an analytical strategy to automatically evaluate student
feedback.

2.3. Aspect-level sentiment Analysis (ALSA)
According to Sindhu et al. (2019), theirs is the first at-
tempt to use Deep Learning techniques for sentiment
analysis of student feedback. A two-layered LSTM
model for aspect extraction and sentiment classification
was used in their method.
More recent work rely on solutions based on pre-
trained language models (PLMs). A very recent work
by Dai et al. (2021) used induced trees from a
fine-tuned RoBERTa (Liu et al. (2019b)) model for
ALSA. Their experiments showed that a RoBERTa-
based model can achieve state-of-the-art performance
in ALSA since it implicitly incorporates the syntactic
information.
While Aspect term extraction and ALSA can be carried
out as independent tasks, it is always possible to com-
bine them into a multi-task setup. Some such solutions

1https://alt.qcri.org/semeval2016/
task5/index.php?id=data-and-tools

2https://nijianmo.github.io/amazon/
index.html

3https://www.yelp.com/dataset
4https://www.imdb.com/interfaces/

https://huggingface.co/datasets/NLPC-UOM/Student_feedback_analysis_dataset
https://huggingface.co/datasets/NLPC-UOM/Student_feedback_analysis_dataset
https://huggingface.co/datasets/NLPC-UOM/Student_feedback_analysis_dataset
https://alt.qcri.org/semeval2016/task5/index.php?id=data-and-tools
https://alt.qcri.org/semeval2016/task5/index.php?id=data-and-tools
https://nijianmo.github.io/amazon/index.html
https://nijianmo.github.io/amazon/index.html
https://www.yelp.com/dataset
https://www.imdb.com/interfaces/
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have been given by He et al. (2019) and Chen et al.
(2020).

2.4. Target-oriented opinion word extraction
(TOWE)

TOWE task was initially proposed by Fan et al. (2019).
TOWE refers to the sequence labeling task of extract-
ing the opinion word towards the target word (aspect)
from input sentences that contain n number of words
and an opinion target (aspect). Fan et al. (2019) used
Inward-LSTM (left context) and an Outward-LSTM
(right context) model to capture both left and right
context information and then use an IO-LSTM to con-
catenate both collected left and right context informa-
tion. To the best of our knowledge, the state-of-art
model for the TOWE task is Jiang et al. (2021), where
they used an attention-based graph convolution net-
work with BERT embeddings to achieve state-of-the-
art performance.

2.5. Document-level sentiment Analysis
(DLSA)

The objective of the DLSA task is to determine the
overall opinion of the document. Document level sen-
timent analysis assumes that each document expresses
opinions on a single entity. The BERT model (Xu et
al. (2019)) and its variants (Lan et al. (2019), Liu
et al. (2019a)), inspired by Transformers (Vaswani et
al. (2017)), have thoroughly established themselves as
the state-of-the-art methods in numerous Natural Lan-
guage Processing tasks, including document-level sen-
timent analysis. Minaee et al. (2020a) extensively de-
scribed Deep Learning based sentiment analysis mod-
els evaluated on the the Amazon Review 2, Yelp 3 and
IMDB data sets and showed that BERT and its variants
achieve the best performance.

3. Dataset Creation
3.1. Data Collection
We collected data from two main resources;

1. ratemyprofessors.com6 - 20,001 feedback sam-
ples. In this portal, feedback has been grouped
and sorted according to the name of the professor.

2. Student feedback collected from the students of
University of Moratuwa - 1,379 feedback sam-
ples. In this dataset, feedback is grouped accord-
ing to each course module and lecturer.

After pre-processing (see next sub-section), 3000 stu-
dent feedback are randomly selected for annotation.
The final dataset contains 1379 student feedback from
University of Moratuwa and the rest of the feedback are
from ratemyprofessors.com (1621 feedback).

2https://nijianmo.github.io/amazon/index.html
3https://www.yelp.com/dataset
6https://www.ratemyprofessors.com/

3.2. Data Pre-processing
As prepossessing steps, we randomized the data col-
lected from ratemyprofessor.com to gather comments
for random professors because overall sentiment for
a particular professor can be unique. Then empty
comments and comments that contain only symbols
were removed from the dataset. Finally, to ensure pri-
vacy and confidentiality of data, we anonymized all
the student feedback we collected from University of
Moratuwa (data collected from ratemyprofessor.com
were not anonimyzed as those are publicly available).

3.3. Data Annotation
There were three annotators and each annotator anno-
tated 1000 student feedback. Before annotating data,
the annotation scheme was created and was clearly ex-
plained to the annotators with detailed information. It
helped annotators to annotate data easily. The dataset
was annotated using the Inception tool Klie et al.
(2018), in such a manner that the annotated dataset can
be used for Aspect Opinion Pair Extraction, Opinion
Target Extraction, Aspect Extraction and Opinion Ex-
traction.
When annotating, we considered all implicit and ex-
plicit aspects because student feedback contains a con-
siderable amount of aspects expressed in an implicit
manner. The explicit aspect is one that appears in a sen-
tence as a noun or noun phrase, whereas the implicit
aspect is one that is implied in the sentence (Lal and
Asnani, 2014). Table 1 contains statistics of all the tags
that were used for annotation. Figure 1 describes the
hierarchical structure of the defined aspect categories.

• Document Level Sentiment
For the document-level-sentiment analysis task,
text is classified into Positive, Negative and Neu-
tral polarities, considering the whole feedback.
Following are some examples with their related
class.

– Positive - The whole comment gives a posi-
tive feedback.
Eg: Madam taught well.

– Negative - The whole comment gives a neg-
ative feedback.
Eg: RUDE! Not helpful at all.

– Neutral - The whole comment does not give
a positive or a negative feedback.
Eg: Madam, if possible, please include tuto-
rials too.

• Aspect Level Sentiment

For Aspect Level sentiment classification, 4 opin-
ion polarity categories have been considered in
the annotation schema. Positive and Negative po-
larities were taken by following the annotation
schema proposed by Chathuranga et al. (2018).
Since feedback in the education domain consists
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Figure 1: Hierarchically Structure of Aspect Categories

of a considerable amount of feedback that in-
cludes suggestions, 2 other opinion polarities were
added to represent feedback with suggestions and
without suggestions. The polarity of those two
categories was considered neutral.

– Positive : Polarity of the opinion word, to-
wards the aspect word is positive

* Eg: The course contents are good.

* Aspect word : course contents

* Aspect category : Course Structure

* Opinion word : good

* The opinion is positive towards “course
contents”

– Negative : Polarity of the opinion word, to-
wards the aspect word is negative

* Eg: The end exam is difficult.

* Aspect word : end exam

* Aspect category : Assesment

* Opinion word : difficult

* The opinion is negative towards “end
exam”

– Neutral#Sug : Polarity of the opinion word
towards the aspect word cannot be consid-
ered as either negative or positive. Also the
opinion gives a suggestion.

* Eg: please give code examples with the



2046

Classification Tags Label Count percentage(%)
Document level opinion Positive 1754 59.27

Negative 561 18.95
Neutral 644 21.76

Opinion Positive 5152 59.82
Negative 1832 21.27
Neural with suggestion 624 7.24
Neural without suggestion 1004 11.65

Aspect Lecturer#1 Explicit 1448 17.40
Lecturer#1 Implicit 66 0.79
Lecturer#2 Explicit 97 1.17
Lecturer#2 Implicit 42 0.50
Lecturer#3 Explicit 1373 16.50
Lecturer#3 Implicit 952 11.44
Lecturer#General Explicit 1353 16.26
Lecturer#General Implicit 139 1.67
Course#General Explicit 523 6.28
Course#General Implicit 167 2.01
Course Structure#Explicit 832 10.00
Course Structure#Implicit 54 0.65
Subject Material#Explicit 531 6.38
Assessment#Explicit 532 6.39
Assessment#Implicit 13 0.16
Others#Explicit 130 1.56
Others#Implicit 68 0.81
None 3 0.04

Table 1: Dataset Statistics

Explicit aspect 81.93%
Implicit aspect 18.03%
Maximum Feedback Length 493
Minimum Feedback Length 1
Average Feedback Length 26

Table 2: Dataset Distribution

presentation.

* Aspect word : code examples

* Aspect category : Subject Material

* Opinion word : give

* The student is suggesting to give code ex-
amples

– Neutral#NSug : Polarity of the opinion word
towards the aspect word cannot be consid-
ered as either negative or positive. The opin-
ion does not give a suggestion.

* Eg: I learned many things all by myself.

* This sentence is neutral and the student
does not suggest anything

• Aspects

The annotation scheme includes 13 aspect cate-
gories. To prevent ambiguity between aspect cat-
egories presented in Sindhu et al. (2019), we

re-grouped them in a hierarchical manner as in
Chathuranga et al. (2018). Then following aspect
categories were introduced, covering more fine-
grained aspects in education domain.

– Lecturer#1 - Lecturer’s behaviour and quali-
ties
Eg: The lecturer was really kind and soft.

– Lecturer#2 - Lecturer’s Knowledge and Ex-
perience such as research contribution and
confidance
Eg: knowledgeable instructor.

– Lecturer#3 - Lecturer’s teaching skill and
teaching methodology such as the ability to
motivate students, encouraging class discus-
sion, commending students and the lecturing
style
Eg: Sir, you have very good teaching skills.
Thank you!

– Lecturer#General - Not belong to any of the
above aspects of lecturer.
Eg: Terrible teacher.

– Course#General - Aspects that belong to the
overall course or program
Eg: The course is really good.

– Course Structure :
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* Course arrangement such as Lecture tu-
torials, lab sessions, practicals, startup
class and extra classes.
Eg: The lecture series is structured very
well.

* Workload of lecture series or program-
related aspects
Eg: The workload is a bit too much

* Course rules and regulations related as-
pects such as attendance
Eg: Attendance is mandatory, there is a
sign in sheet at the beginning.

* Course or program contents
Eg: Course had a very rich content of
software development techniques.

* Lectures’ grading criteria
Eg: He did NOT curve for our class but
compensated (since the class average is
an F) by giving us free points.

– Subject Material - Learning material (lecture
slides, module descriptors, etc.)
Eg: Lecture slides were easy to understand.

– Assessment :

* Aspects related to the final exam or as-
sessment
Eg: It’s better if we could do more ques-
tions before the final exam.

* Aspects related to the continuous assess-
ments such as mid exams, quizzes and as-
signments.
Eg: Quizzes were given every week so
reading was a must and so was atten-
dance.

– Others - Aspects that do not belong to any of
the above categories. Use as wildcard cate-
gory
Eg: Most chairs were broken and loudspeak-
ers are not clear

Figure 2: An annotated example

Figure 2 shows an example of an annotated feedback.
Following are the details that are annotated in this feed-
back.
Aspect Level (there is only one aspect in this example);

• Opinion : very poor

• Opinion Target : teaching skills

• Aspect Category : Lecturer#3 Explicit

• Sentiment : Negative

Document Level;

• Sentiment : Negative

SS - Here SS tag is used to identify the sentence
separation.

If we take the example “Good teacher, Got the
point very quickly..”, the bold section tells a positive
sentiment towards the lecturers knowledge. So we can
extract the implicit aspect Lecturer#2 implicit that has
a positive polarity in this comment.

3.4. Annotation Evaluation
The annotation process was carried out by three annota-
tors. We calculated the inter-annotator agreement using
Fliess Kappa for single-label tags and Krippendorff’s
alpha for multi-label tags. Table 3 displays the calcu-
lated evaluation matrices, and all of the values in the
table are greater than 0.6, indicating that there is sig-
nificant inter-annotator agreement among annotators.

Evaluation metrics Classification Value

Fleiss Kappa
Document level
opinion 0.8008

Sentence
Separation 0.909

Kripendorff’s Alpha Aspect 0.6132
Opinion 0.6579

Table 3: Inter-Annotator Agreement Evaluation

4. Baselines
The baseline models we selected for each task are from
the very recent research. They are all based on pre-
trained language models.

4.1. Target-oriented Opinion Word
Extraction (TOWE)

Attention-based Relational Graph Convolutional Net-
work proposed by Jiang et al. (2021) was selected as
the baseline for the Target-oriented Opinion Word Ex-
traction task. This model uses BERT as a word embed-
ding layer and generates a synthetic dependency graph
based on Spacy dependency parser. Then an L-layer
Attention-Based Graph Convolution network (A-GCN)
is used for encoding synthetic and semantic informa-
tion. The baseline also uses a Bi-LSTM (bi-directional
Long Short Term Memory) model to process the se-
quential information as the TOWE is a sequential-
labeling task. They have experimentally proven that
three layers of A-GCN work much better for the con-
sidered domain.

4.2. Aspect-level Sentiment analysis
Dai et al. (2021) compared the induced trees from
pre-trained Language Models (PLMs), fine-tuned
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PLMs (FT-PLM), and the dependency parsing trees on
several popular models for the ALSA task. For this, the
researchers have used three representative tree-based
ALSA models: Aspect-specific Graph Convolutional
Networks (ASGCN), Proximity-Weighted Convolution
Network (PWCN) and Relational Graph Attention
Network (RGAT).
Perturbed masking techniques are used to induce
trees from PLMs and FT-PLMs. We compare PWCN
and RGAT structures induced from FT-BERT and
FT-RoBERTa models that were fine-tuned with the
student feedback dataset.

4.3. Document-level Sentiment Analysis
BERT and its variants have shown state-of-the-art per-
formances in text classification benchmarks like IMDB
movie reviews, Yelp, and Amazon datasets (Minaee et
al., 2020b). In this study, we fine-tune the following
models for the task of document-level sentiment anal-
ysis for student feedback: BERT-base (cased), XLNet-
base, AlBERT-base and RoBERTa-base.

5. Results
Table 4 shows the best results obtained for Target-
oriented Opinion Word Extraction, Aspect-level Sen-
timent analysis and Document-level Sentiment Analy-
sis tasks for our student feedback dataset. According
to the obtained results for aspect-level sentiment anal-
ysis mentioned in Table 5, FT-RoBERTa induced trees
outperform the trees induced by other models. Table 6
shows the obtained results from the pre-trained BERT
variant models for our dataset on document-level sen-
timent analysis task.

Baseline model Acc. Prec. Rec. F1
Target Oriented
Opinion Extraction 0.62 0.65 0.64 0.64

Aspect-level
Sentiment Analysis 0.86 0.78 0.74 0.75

Document-level
Sentiment Analysis 0.86 0.84 0.83 0.83

Table 4: Results of the baseline models for each task

Pretrained model Tree structure Acc. F1
FT-BERT Induced PWCN 0.78 0.65

RGAT 0.82 0.68
FT-RoBERTa Induced PWCN 0.79 0.67

RGAT 0.83 0.71

Table 5: The performance of tree-based ALSC mod-
els incorporating different tree structures on the student
feedback dataset. FT-BERT, and FT-RoBERTa Induced
Tree refer to tree structures induced from correspond-
ing PLMs.

Pretrained model Acc. Prec. Rec. F1
BERT-base 0.86 0.84 0.83 0.83
ALBERT-base 0.85 0.82 0.82 0.82
RoBERTa-base 0.86 0.84 0.82 0.83
XLNet-base 0.86 0.85 0.82 0.83

Table 6: Results for the DLSA task

6. Conclusion
We presented a student feedback dataset annotated for
a predefined set of aspect categories, opinion words
and opinion word polarities and document level opin-
ion polarities. We trained target-oriented opinion word
extraction using an attention-based graph convolution
model, aspect level sentiment analysis using a FT-
RoBERTa model with an MLP layer, and document
level sentiment analysis using a BERT based model.
All these are state-of-the art techniques used for the re-
spective tasks, thus can be considered as strong base-
lines. One of the main limitations of the proposed sys-
tem is that TOWE model does not identify aspects, and
those should be annotated explicitly. As future work,
the dataset should be annotated for aspects. We also
intend to implement a multi-task model that is capable
of performing all the three tasks mentioned above.
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