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Abstract
Almost all summarisation methods and datasets focus on a single language and short summaries. We introduce a new dataset
called WikinewsSum for English, German, French, Spanish, Portuguese, Polish, and Italian summarisation tailored for
extended summaries of approx. 11 sentences. The dataset comprises 39,626 summaries which are news articles from Wikinews
and their sources. We compare three multilingual transformer models for extractive summarisation and three training scenarios
on which we fine-tune mT5 to perform abstractive summarisation. This results in strong baselines for both extractive and
abstractive summarisation on WikinewsSum. We also show how the combination of an extractive model with an abstractive
one can be used to create extended abstractive summaries from long input documents. Our results show that fine-tuning mT5
on all the languages combined significantly improves the summarisation performance on low-resource languages.
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1. Introduction
Summarisation is a well-known Natural Language Pro-
cessing (NLP) task. Recently, the quality of automati-
cally generated summaries increased with the appear-
ance of the transformer architecture (Vaswani et al.,
2017) and the development of pre-trained sentence-to-
sentence models such as BART (Lewis et al., 2019), T5
(Raffel et al., 2019), and Pegasus (Zhang et al., 2020a).
These models improve the state-of-the-art in various
tasks including summarisation on the CNN/Daily Mail
(CNN-DM) dataset (Hermann et al., 2015), for exam-
ple. However, different types of input content, and dif-
ferent desired types and lengths of the output summary,
call for different methods altogether, or different pa-
rameter settings when using the same method.
This paper focuses on generating relatively long sum-
maries for multiple languages. In contrast to popular
datasets for English summarisation (Hermann et al.,
2015; Over and Liggett, 2002; Narayan et al., 2018;
Graff et al., 2003; Grusky et al., 2018) or multilin-
gual summarisation (Scialom et al., 2020; Hasan et al.,
2021; Ladhak et al., 2020), in which the average length
of summaries ranges between one and five sentences
(Dernoncourt et al., 2018), we aim to generate longer
summaries of around 11 sentences. Throughout our pa-
per, we will use the term extended summaries to refer to
summaries with a length of approximately eleven sen-
tences. Thus, we call the task multilingual, extended
text summarisation. Only a few summarisation datasets
are tailored to generate summaries of this length. Con-
sidering our task and focus, Multi-News (Fabbri et al.,
2019) and WikiSum (Liu et al., 2018) are the most suit-
able datasets. However, to the best of our knowledge,
there is currently no public non-English dataset that is
suitable for our purpose. To fill this gap, we make use
of Wikinews to create the first multilingual summarisa-
tion dataset tailored to extended summaries.

Our contributions are as follows. First, we make avail-
able the WikinewsSum dataset, covering English, Ger-
man, French, Spanish, Portuguese, Polish, and Italian,
designed for generating extended summaries. Second,
we provide strong baselines for the dataset for both ex-
tractive and abstractive summarisation. We compare
three multilingual transformer models (mBERT (De-
vlin et al., 2019), DistilmBERT (Sanh et al., 2019),
and XLM-RoBERTa (Conneau et al., 2020)) for extrac-
tive summarisation using the method by Miller (2019).
We also compare three training scenarios inspired by
Hu et al. (2020) on which we fine-tune mT5 (Xue et
al., 2021), a multilingual sequence-to-sequence trans-
former model, to perform abstractive summarisation.
As the input documents of WikinewsSum are too long
to perform abstractive summarisation on them directly,
we use a hybrid two-stage text summarisation system
which consists of firstly extracting the most relevant
512 tokens from the input documents using extractive
summarisation and secondly perform abstractive sum-
marisation using these 512 tokens as input of the ab-
stractive model. The research presented in this pa-
per was carried out under the umbrella of the project
QURATOR (Rehm et al., 2020), in which novel AI-
based technologies for the automated curation of digi-
tal content are being developed.

2. Related Work
2.1. Related Datasets
CNN-DM (Hermann et al., 2015) is the most used sum-
marisation dataset (See et al., 2017; Paulus et al., 2018;
Liu and Lapata, 2019b). The dataset is composed of
news articles from CNN and Daily-Mail where the
content of the article is the document to summarise
and the highlight of the article is the target summary.
In Zhang and Wan (2017), the authors use the 100
longest Wikinews articles to create a multi-document
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summarisation dataset. XSum (Narayan et al., 2018)
is another news summarisation dataset but with very
short summaries of one sentence. WikiSum (Liu et al.,
2018) is one of the first multi-document summarisa-
tion dataset on which neural models can be trained. It
is based on Wikipedia1 articles and uses the headline
as the summary and the references of the article, in
addition to Google’s top results with the title, as the
documents to summarise. WikiSum has 106 examples
with extended summaries and a high level of abstrac-
tiveness. Multi-News (Fabbri et al., 2019) is another
multi-document dataset based on Newser2, a news ag-
gregation website. Summaries are handwritten articles
and input documents are the sources of the article.
With regard to multilingual summarisation datasets,
their emergence is relatively recent and came with the
growing interest in the multilingual topics in NLP with
the release of various multilingual models. Ladhak
et al. (2020) introduces WikiLingua, a dataset for
cross-lingual and multilingual abstractive summarisa-
tion. The authors use WikiHow to create the abstrac-
tive summarisation dataset for 17 languages and then
align the non-English samples to the English ones to
create the cross-lingual dataset. MLSUM (Scialom et
al., 2020) has been created using online newspapers in
French, German, Spanish, Russian, and Turkish. It is
very comparable to CNN-DM due to the usage of on-
line newspapers to create the dataset, and also due to its
articles and summaries lengths. It contains a large num-
ber of samples with more than 1.5M article/summary
pairs. XL-Sum Hasan et al. (2021) uses BBC3 news
to create a large multilingual dataset with more than
1M samples covering 44 languages. It focuses on sum-
maries of one or two sentences. These datasets focus
on short summaries, and to the best of our knowledge,
there is no multilingual summarisation dataset that is
suitable to use in our extended summary setup.

2.2. Related Methods
In extractive summarisation, the task is to rank and
select the set of sentences maximising some specific
metric, where usually ROUGE is used (metric detailed
in Section 5.5). Various methods exist to perform ex-
tractive summarisation. The more recent ones use pre-
trained transformer models in different ways. One ap-
proach proposed by Liu (2019) consists of adding a
summarisation layer on top of BERT (Devlin et al.,
2019) to classify each input sentence as part of the ex-
tractive summary or not. This approach is not suitable
when the input text to summarise is longer than the
maximum input length of the transformer model used.
In Miller (2019), the author proposes another approach
which consists of representing each sentence separately
using a transformer model and then applying a cluster-
ing method to create the extractive summary. The main

1https://en.wikipedia.org
2https://www.newser.com
3https://www.bbc.com

advantage of this method is that it is independent of the
length of the input text and can therefore be used for
very long input documents. There are also other ap-
proaches like the one presented in Ruan et al. (2022)
which consists of taking advantage of the hierarchical
structure of the input document to perform extractive
summarisation.

In abstractive summarisation, the task is to generate the
sentences that end up in the summary (as opposed to
extracting them as they are from the source document).
Sentence-to-sentence models have shown their use in
this task (Liu and Lapata, 2019a; Parida and Motlicek,
2019; Nallapati et al., 2016), where especially those
having a transformer architecture have been proven
to be successful. As Liu et al. (2018) showed, a
modified transformer decoder architecture can gener-
ate Wikipedia articles by summarising long sequences
better than an LSTM encoder-decoder with atten-
tion (Bahdanau et al., 2015). Furthermore, pre-trained
transformer models became popular since the release
of BERT (Devlin et al., 2019). Encoder-decoder trans-
former models which have been pre-trained on sev-
eral tasks like BART (Lewis et al., 2019), T5 (Raf-
fel et al., 2019), and Pegasus (Zhang et al., 2020a),
obtained state-of-the-art results on the summarisation
tasks on various datasets. These models are especially
efficient because of their ability to be fine-tuned with
relatively few examples. mBART (Liu et al., 2020)
and mT5 (Xue et al., 2021), the multilingual versions
of BART and T5, have recently been released and al-
ready proved their efficiency on multilingual summari-
sation datasets (Ladhak et al., 2020; Hasan et al., 2021).
However, these abstractive models are not able to pro-
cess long input texts (more than 1024 or 512 tokens)
which makes them not suitable in our extended sum-
mary setup. To tackle this issue, Liu et al. (2018) and
Liu and Lapata (2019a) propose to combine an extrac-
tive model with an abstractive one. In this setup, the
extractive model selects the important sentences that
the abstractive model then uses to generate the sum-
mary from. This method is also known as hybrid text
summarisation. Another method to tackle long input
text in summarization has been proposed in Beltagy et
al. (2020; Zaheer et al. (2020). Longformer (Belt-
agy et al., 2020) and Big Bird (Zaheer et al., 2020)
are two transformer models that accept thousands of
tokens or longer and up to 4096 tokens respectively.
The two models replaced the full attention mechanism
of the original transformer architecture. Longformer
employs an attention pattern that combines local and
global information and Big Bird uses a sparse attention
mechanism. Longformer and Big Bird obtain good re-
sults on the arXiv summarization dataset (Cohan et al.,
2018) which focuses on long document summarization
in the scientific domain. However, both models have
been pre-trained only on English texts and no multilin-
gual version of these models exists.

https://en.wikipedia.org
https://www.newser.com
https://www.bbc.com


1642

3. WikinewsSum
We introduce a new multilingual extended summarisa-
tion dataset based on Wikinews.4 Wikinews is a collab-
orative news website and part of the Wikimedia Foun-
dation.5 Each news article on the website is handwrit-
ten by a member of the community, thereby respecting
the neutral point of view policy.6 We interpret the ar-
ticles as summaries and the source texts as input texts
for those summaries. This approach is not completely
new and extends the work initiated in Zhang and Wan
(2017) in two ways. First, we use the English, German,
French, Spanish, Portuguese, Polish, and Italian ver-
sions of Wikinews to create a multilingual dataset. Sec-
ond, we extract a number of articles that is large enough
for the training of neural models instead of only using
the dataset for evaluation. The creation of a summari-
sation dataset using Wikinews is also inspired by Liu
et al. (2018), who used Wikipedia instead of Wikinews
articles. As a result, we have the WikinewsSum dataset
consisting of article titles, article texts which are the
summaries, and source texts which are the documents
to be summarised. We construct the dataset using the
English, German, French, Spanish, Portuguese, Polish,
and Italian versions of Wikinews and are considering
extending it to other languages of Wikinews as well. To
create the dataset, we obtain all news articles from the
Wikinews dump, extract the corresponding source links
and obtain the source text from the link. If the source
website is unavailable, we use the Wayback Machine
from the Web archive.7 The data is available online in
the European Language Grid.8 The code to reproduce
the datasets is available on GitHub.9

The WikinewsSum dataset is described in Table 1. The
number of samples (39,626) is much lower than for
other summarisation datasets like XL-Sum (Hasan et
al., 2021) (1,005,292) or CNN-DM (Hermann et al.,
2015) (311,971) due to the limited number of articles
in Wikinews and the creation process. The creation
process removes many samples because many sources
of the articles are not available anymore, and because
of the strict sample selection policy we applied. For
example, a sample needs to contain input documents
with at least 1.5 more characters than the summary,
and the summary and the input documents need to not
be too short or too long. All the filters used are avail-
able on GitHub.10 This results in fewer samples in the
WikinewsSum dataset than the number of articles in
Wikinews for the respective languages. This is espe-

4https://www.wikinews.org
5https://wikimediafoundation.org
6https://en.wikinews.org/wiki/Wikinews:Neutral point

of view
7https://web.archive.org
8https://live.european-language-grid.eu/catalogue/

corpus/18633
9https://github.com/airKlizz/WikinewsSum

10https://github.com/airKlizz/WikinewsSum/blob/main/
src/filter.py

cially the case for the Italian language where we only
have 95 samples while there are more than 11,000 Ital-
ian Wikinews articles.
We perform ROUGE statistics (metric detailed in Sec-
tion 5.5) of WikinewsSum (see Table 2). The ROUGE
1 and 2 recall scores show the percentages of the uni-
and bi-grams of the summary contained in respectively
the input documents, and the two pre-abstractive ex-
tractive steps (methods described Section 4.1). This
evaluates the difficulty to reproduce the summary based
on the respective inputs. We can compare the ROUGE
recall scores of WikinewsSum with the ones of the
CNN-DM and the MultiNews datasets which respec-
tively have a ROUGE 1 recall score of 80.5 and 82.24
and a ROUGE 2 recall score of 43.12 and 42.9. We
notice that the scores for CNN-DM and MultiNews
are higher than for WikinewsSum which means that
WikinewsSum’s summaries contain less uni- and bi-
grams from the input documents than CNN-DM’s and
MultiNews’s summaries, and therefore than the sum-
marisation task is more difficult for WikinewsSum.

4. Methodology
We use three extractive models and one abstractive
model. One downside of the abstractive model we use
is, that it has a maximum input length of 512 tokens
due to the positional encoding in the underlying lan-
guage models. Because WikinewsSum has longer in-
put texts, we take inspiration from Liu et al. (2018) and
Liu and Lapata (2019a), and experiment with a hybrid
combination of an extractive model with an abstractive
model. The extractive model is used to perform a pre-
abstractive extractive step which consists of selecting
512 tokens from the input documents. These 512 to-
kens are used, in a second step, as input of the abstrac-
tive model which generates the abstractive summary.
We use this hybrid text summarisation method during
the training and the evaluation of the abstractive model.

4.1. Extractive Models
Extractive summarisation methods generate a summary
as an ordered set of the most important input sentences.
Multiple methods exist to perform extractive summari-
sation (see Section 2.2). We use the method by Miller
(2019) which has the advantages of working regard-
less of the input length and of being easy to use due
to the provided implementation.11 The method uses a
transformer model to obtain a representation of each
sentence from the input documents and creates the ex-
tractive summary using K-Means clustering to identify
the sentences closest to the centroid. Therefore, we can
compare different transformer models to see which one
creates the best representations to create the summary.
We compare three multilingual transformer models:

11https://github.com/dmmiller612/
bert-extractive-summariser

https://www.wikinews.org
https://wikimediafoundation.org
https://en.wikinews.org/wiki/Wikinews:Neutral_point_of_view
https://en.wikinews.org/wiki/Wikinews:Neutral_point_of_view
https://web.archive.org
https://live.european-language-grid.eu/catalogue/corpus/18633
https://live.european-language-grid.eu/catalogue/corpus/18633
https://github.com/airKlizz/WikinewsSum
https://github.com/airKlizz/WikinewsSum/blob/main/src/filter.py
https://github.com/airKlizz/WikinewsSum/blob/main/src/filter.py
https://github.com/dmmiller612/bert-extractive-summariser
https://github.com/dmmiller612/bert-extractive-summariser
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Languages # samples
# cross-lingual Input Documents Summaries

samples # words # sentences # words # sentences

English 11,616 641 (5.5%) 1,466 57 300 13
German 8,126 2,796 (34.4%) 1,179 58 241 13
French 6,200 1,932 (31.2%) 884 29 176 7
Spanish 6,116 2,137 (34.9%) 1,215 42 276 10
Portuguese 3,843 1,971 (51.3%) 1,037 38 221 8
Polish 3,630 1,214 (33.4%) 734 35 173 10
Italian 95 46 (48.4%) 1,021 35 224 8

All languages 39,626 10,737 (27.1%) 1,168 47 245 11

Table 1: Comparison of each language in the WikinewsSum dataset with regard to the number of samples, to the
number of cross-lingual samples, and to the length of the input documents and the summaries.

Languages Input Documents
Oracle pre-Abstractive

Extractive step
mBERT pre-Abstractive

Extractive step

Metrics R-1 R R-2 R R-1 R R-2 R R-1 R R-2 R

English 74.98 36.75 59.62 30.47 50.96 18.43
German 59.06 22.38 46.11 19.25 37.98 11.42
French 61.3 29.56 51.56 25.68 45.64 19.13
Spanish 62.39 30.79 50.78 24.79 44.41 16.57
Portuguese 57.12 32.45 48.36 28.39 41.61 19.85
Polish 49.92 24.67 42.68 22.12 35.85 15.26
Italian 66.98 28.28 53.82 24.31 47.58 16.53

All languages 63.58 30.32 51.56 25.64 44.17 16.76

Table 2: Comparison of the Input Documents, and the two pre-Abstractive Extractive steps (Oracle and mBERT)
with regard to their ROUGE recall scores between them and the summaries.

mBERT Multilingual BERT (Devlin et al., 2019) is
pre-trained on the Wikipedias of 104 languages using
masked language modeling and next sentence predic-
tion. mBERT is a multi-layer bidirectional transformer
encoder that does not include the decoder part.

DistilmBERT The multilingual version of Distil-
BERT (Sanh et al., 2019) is the distilled version of
mBERT instead of BERT for the original DistilBERT.
However, it keeps the same principles. DistilmBERT
has less parameters and is therefore more compu-
tational efficient than mBERT. DistilmBERT is pre-
trained on the same corpus in a self-supervised fashion.

XLM-RoBERTa XLM-RoBERTa (Conneau et al.,
2020) is the multilingual version of RoBERTa (Liu et
al., 2019). It was trained on Common Crawl in 100
languages using masked language modeling.
In addition, we use another extractive method called
Oracle which estimates the upper boundary of the per-
formance. It uses the gold summary to extract the
N more relevant sentences of the input documents by
maximising the ROUGE-2 recall score between the
gold summary and the extracted sentences that pro-
duces the extractive summary. We use this method dur-
ing the fine-tuning of the abstractive models and for
evaluating the performance of the abstractive models
with an ideal extractive step. This method corresponds
to the cheating method as described in Liu et al. (2018).

4.2. Abstractive Models
The abstractive step allows us to create an abstractive
summary – a summary with new sentences and words
– from the sentences selected by the extractive step be-
fore. In comparison to extractive summarisation, ab-
stractive summarisation usually increases the structure
and coherence in the created summary since its output
is not just a sequence of independent sentences.
We use mT5 (Xue et al., 2021) to perform abstractive
summarisation. mT5 is a multilingual variant of T5
(Raffel et al., 2020) covering 101 languages. It uses
the same architecture as T5, an encoder-decoder trans-
former model. As T5, mT5 exists in five sizes: Small,
Base, Large, XL, XXL. The XXL version of mT5 per-
forms the best on many multilingual benchmarks; due
to computational limits, we use the mT5 Base version.
We fine-tune mT5 in three different scenarios specific
to a multilingual dataset. These scenarios are extracted
from Hu et al. (2020). Due to the nature of Wikinews-
Sum which contains different samples for each lan-
guage, some of the training scenarios of the XTREME
paper (Hu et al., 2020) were not reproducible.

Cross-lingual zero-shot transfer We fine-tune mT5
on the English samples only and evaluate the resulting
model on all languages. Our goal is to see if the model
is able to transfer from English to the other languages
without being explicitly trained on the other languages.
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In-language multi-task We fine-tune mT5 on all
available samples, which results in training mT5 on the
English, German, French, Spanish, Portuguese, Polish,
and Italian samples, all shuffled. We want to investigate
if this multilingual training improves the performance
of the model compared to in-language training.

In-language We fine-tune mT5 on each language
separately. Hence, we train one model per language,
which yields seven models for WikinewsSum in total.
The model for English corresponds to the model trained
in the cross-lingual zero-shot transfer scenario.

5. Experiments
5.1. Dataset
We split the WikinewsSum dataset into a train, a vali-
dation, and a test portions. We use 70% of the original
dataset for the fine-tuning of mT5, 20% for the evalua-
tion during the training, and 10% for testing the models
and obtaining the final results.

5.2. Model Implementation
For the extractive step, we use the bert-extractive-
summariser library12 which generalizes the implemen-
tation of the method descibed in Miller (2019). We re-
place BERT as the embedding model with the three
extractive models presented in Section 4.1. To use
and fine-tune mT5, we rely on the Hugginface’s li-
brary transformers (Wolf et al., 2019) which provides
an easy-to-use implementation of the pre-trained mT5
model. We use the Base version of all four models.

5.3. Fine-tuning
The extractive models do not require fine-tuning since
only their embeddings are used.
We fine-tune the abstractive model mT5 according to
the three training scenarios presented in the section 4.2.
As mT5 has a maximum input length of 512 tokens and
as the input documents exceed this limit in Wikinews-
Sum, we extract the most relevant 512 tokens in terms
of ROUGE scores using the Oracle extractive method
following the hybrid text summarisation setup. These
512 tokens are used as input during the fine-tuning of
mT5 in the different training scenarios. For all the
trainings, we use the same training parameters: the
cross entropy loss, a batch size of 8, 8 epochs, a learn-
ing rate of 5.6 ∗ 10−5 with a weight decay of 0.01. We
make our code publicly available on GitHub.13

5.4. Evaluation
During the evaluation, the summaries generated by the
extractive models contain 11 sentences which is the av-
erage number of sentences in summaries in Wikinews-
Sum (see Table 1). During the text generation with ab-
stractive models, we use beam search with a beam size

12https://github.com/dmmiller612/
bert-extractive-summariser

13https://github.com/airKlizz/mdmls

of 5, and remove duplicated tri-grams. Minimum and
maximum output lengths are set to 200 and 512 which
fits more than 75% of the WikinewsSum’s summaries.
We conduct three evaluations. First, we evaluate
our extractive models (Extractive Summarisation; Sec-
tion 6.1). Secondly, we evaluate the abstractive mod-
els with the pre-abstractive step performed by the Ora-
cle extractive method (Abstractive Summarisation after
Oracle Pre-Abstractive Extractive Step; Section 6.2).
This scenario is not applicable in a real world use-case
because it uses Oracle which relies on the gold standard
to extract the most relevant 512 tokens from the input
documents. However, it provides an estimate about
the theoretical best possible scores. Also, we eval-
uate the abstractive models independently of the ex-
tractive methods, i.e. with an ideal extractive method.
Thirdly, we evaluate the abstractive models as before
but with using the mBERT model to perform the ex-
tractive step (Abstractive Summarisation after mBERT
Pre-Abstractive Extractive Step; Section 6.3). We use
mBERT because it is the extractive model that obtains
the best results (see Table 3). Table 2 shows the dif-
ference between the ROUGE recall scores of the Or-
acle and the mBERT extractive methods. This evalu-
ation gives abstractive summarisation results that can
be obtained in a real world use-case compared to the
previous evaluation. All the evaluations are performed
for the all WikinewsSum dataset but also for each lan-
guage separately. Indeed we want to see if the results
differ from one language to the others.

5.5. Metric
We use ROUGE (Lin, 2004) to evaluate our results.
This metric measures the quality of a summary based
on the number of over-lapping uni-grams (ROUGE-1
– R-1), bi-grams (ROUGE-2 – R-2), and the longest
common sub-sequence (ROUGE-L – R-L) between the
generated summary and the gold summary. We use
the implementation of Huggingface.14 As ROUGE has
known limitations for abstractive summarisation eval-
uation (Schluter, 2017), we will also provide a manual
evaluation of a few examples. 15

6. Results
6.1. Extractive Summarisation
The three extractive models obtained similar results
(see Table 3). mBERT is slightly better than Distilm-
BERT and XLM-RoBERTa but by a very small mar-
gin (+0.09 R-1, +0.17 R-2, +0.06 R-L). The ROUGE
scores are relatively good compared to the Oracle
method which is the theoretical optimum but not usable
in practice extractive method. There is still progress
that can be achieved but the extractive method provided

14https://github.com/huggingface/nlp/blob/master/metrics/
rouge/rouge.py

15We also applied the BERTScore metric; the results are
coherent with the ROUGE scores, cf. Table 6.

https://github.com/dmmiller612/bert-extractive-summariser
https://github.com/dmmiller612/bert-extractive-summariser
https://github.com/airKlizz/mdmls
https://github.com/huggingface/nlp/blob/master/metrics/rouge/rouge.py
https://github.com/huggingface/nlp/blob/master/metrics/rouge/rouge.py
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Methods Metrics English German French Spanish Portuguese Polish Italian All Languages

Extractive Summarisation

DistilmBERT
R-1 F 41.37 29.37 29.80 29.70 29.62 24.83 35.18 33.51
R-2 F 14.35 8.42 12.57 12.52 14.33 10.48 12.59 12.34
R-L F 19.66 13.65 17.10 17.07 18.75 15.03 18.43 17.30

mBERT
R-1 F 41.37 29.74 29.74 35.50 29.66 24.82 34.93 33.60
R-2 F 14.48 8.70 12.62 13.31 14.51 10.55 12.68 12.51
R-L F 19.63 13.83 17.13 18.10 18.86 15.07 18.86 17.36

XLM-RoBERTa
R-1 F 40.92 29.00 29.70 35.40 29.39 24.74 35.68 33.27
R-2 F 14.22 8.33 12.52 13.03 14.13 10.49 12.54 12.26
R-L F 19.66 13.54 17.07 18.05 18.43 15.03 19.54 17.26

Oracle
R-1 F 49.50 37.21 34.41 42.24 35.32 29.89 41.85 40.29
R-2 F 25.72 15.77 17.31 20.89 21.40 15.72 19.94 20.35
R-L F 22.67 15.93 17.38 20.54 19.19 15.33 18.61 19.16

Abstractive Summarisation after Oracle Pre-Abstractive Extractive Step

mT5
Cross-lingual
zero-shot transfer

R-1 F 44.26 9.13 9.63 11.23 10.77 6.93 9.71 19.99
R-2 F 21.73 2.85 2.52 3.71 3.26 1.76 2.48 8.53
R-L F 24.25 6.31 6.32 7.81 7.51 5.05 6.53 11.92

mT5
In-language
multi-task

R-1 F 43.19 33.14 36.92 37.69 34.54 27.95 37.00 37.05
R-2 F 21.33 13.47 17.40 17.46 18.05 13.65 13.87 17.51
R-L F 23.70 17.00 21.44 21.33 21.44 16.98 19.01 20.78

mT5
In-language

R-1 F 44.26 35.06 39.41 43.81 41.00 32.26 4.27 40.04
R-2 F 21.73 13.63 17.76 19.29 20.22 14.34 0.58 18.23
R-L F 24.25 17.53 22.03 23.76 24.44 18.67 3.06 21.93

Abstractive Summarisation after mBERT Pre-Abstractive Extractive Step

mT5
Cross-lingual
zero-shot transfer

R-1 F 37.24 7.19 9.14 10.02 9.56 6.30 12.40 17.08
R-2 F 13.00 1.68 1.87 2.48 2.27 1.30 2.82 5.25
R-L F 19.68 5.08 5.97 6.89 6.74 4.58 7.37 10.00

mT5
In-language
multi-task

R-1 F 35.56 27.05 32.59 32.94 30.01 23.53 32.90 31.30
R-2 F 12.28 7.84 13.06 11.65 13.14 9.37 10.24 11.24
R-L F 18.70 13.71 18.93 18.16 18.82 14.22 16.93 17.25

mT5
In-language

R-1 F 37.24 29.65 36.02 39.79 37.21 28.47 4.32 35.03
R-2 F 13.00 8.32 14.08 13.86 15.46 10.66 0.10 12.37
R-L F 19.68 14.76 20.08 21.17 13.20 16.65 2.80 18.04

Table 3: ROUGE F-measure results of the three evaluations presented Section 5.4 on WikinewsSum. We compare
the extractive models, and mT5 in the three training scenarios and with two different pre-abstractive extractive
steps (Oracle and mBERT) for each language of the WikinewsSum dataset in addiction to the all dataset. Bold
values are the best scores obtained for each evaluation on the all WikinewsSum dataset (Oracle method excluded).

by Miller (2019) combined with multilingual trans-
former models stands as a strong extractive baseline for
the WikinewsSum dataset.

6.2. Abstractive Summarisation after Oracle
Pre-Abstractive Extractive Step

With Abstractive Summarisation after Oracle Pre-
Abstractive Extractive Step, we evaluate the three ab-
stractive training scenarios with the theoretical op-
timum extractive method. First of all, we observe
that mT5 trained in the cross-lingual zero-shot trans-
fer training scenario obtains ROUGE scores 4.0 times
worse than mT5 trained in the in-language multi-task
scenario and 4.3 times worse than mT5 trained in the
in-language scenario on the non-English samples (see

Table 3). This is due to the fact that the summaries
generated by the mT5 cross-lingual zero-shot trans-
fer model are always generated in English even if the
source text is not in English. Secondly, Table 3 shows
that the in-language training scenario yields better
ROUGE scores than the in-language multi-task one ex-
cept for Italian. Indeed for Italian, the mT5 in-language
model is not able to generate correct sentences which
explains the ROUGE scores obtained. When we man-
ually evaluate the models, we observe that the mod-
els trained each language separately (in-language train-
ing scenario) produce summaries in the language they
were trained one, while the model trained on all the lan-
guages once (in-language multi-task training scenario)
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Methods Metrics English German French Spanish Portuguese Polish Italian All Languages

Abstractive Summarisation after Oracle Pre-Abstractive Extractive step

mT5
Cross-lingual
zero-shot transfer

R-1 F 44.67 9.48 10.25 12.31 14.31 7.43 9.26 23.90
R-2 F 22.15 3.00 2.59 4.36 5.00 2.07 1.99 10.73
R-L F 24.54 6.57 6.68 8.48 9.99 5.46 6.09 14.04

mT5
In-language
multi-task

R-1 F 44.12 37.14 41.44 45.56 48.04 34.79 44.98 42.14
R-2 F 21.88 15.54 19.09 22.10 28.81 17.89 19.90 20.46
R-L F 24.21 19.06 23.23 25.43 30.34 21.04 23.09 23.44

mT5
In-language

R-1 F 44.67 36.70 41.17 46.24 48.01 34.66 3.91 42.26
R-2 F 22.15 15.03 18.71 22.01 28.97 17.59 0.51 20.38
R-L F 24.54 18.53 22.56 25.36 30.39 20.67 3.19 23.33

Table 4: ROUGE F-measure results of mT5 in the three training scenarios after the Oracle pre-abstractive extrac-
tive step. In this table, the cross-lingual samples are excluded and mT5 is evaluated only on the samples where all
input documents are in the same language as the target summary.

produces summaries in the same language as the input
texts. However WikinewsSum contains many cross-
lingual samples (see Table 1) which advantages models
trained in the in-language training scenario as they al-
ways produce the summary in the correct language. To
remove this bias in the results, we evaluate the abstrac-
tive models after the Oracle pre-abstractive extractive
step on the WikinewsSum dataset without the cross-
lingual samples. The results are shown Table 4. In
these conditions, we see that the models trained on all
the languages simultaneously perform as well or even
better for certain languages such as German, French,
Polish, and Italian than the models trained on each lan-
guage separately. The difference in the ROUGE scores
is very small except again for Italian.

6.3. Abstractive Summarisation after
mBERT Pre-Abstractive Extractive Step

The Abstractive Summarisation after mBERT pre-
Abstractive Extractive Step evaluation shows the
ROUGE scores obtained by the abstractive models in a
real-world scenario The results show that the ROUGE
scores of the abstractive models after the mBERT ex-
tractive step are in average 22% worse than the scores
after the Oracle extractive step. This is expected as
the Oracle extractive step is in average 32% better than
the mBERT one. Secondly, we notice that the ROUGE
scores obtained by mT5 after mBERT are worse com-
pared to the scores obtained by mBERT only (see Ta-
ble 3). To understand this result, we compare in the
Table 5 the ROUGE scores (the ROUGE F-measure
scores but also the ROUGE precision and recall scores)
and the length of the produced summaries of mBERT
and mT5 trained on all the languages. We remark that
the abstractive summaries contain more than two times
fewer words than the extractive summaries. Further-
more, the summaries generated by mT5 obtain better
precision scores but worse recall scores compared to
mBERT’s extractive summaries.

Methods Metrics All Languages

Extractive Summarisation

mBERT

R-1 P 30.60
R-1 R 43.34
R-1 F 33.60

R-2 P 11.24
R-2 R 16.40
R-2 F 12.51

R-L P 15.57
R-L R 23.08
R-L F 17.36

# words 315
# sents 11

Abstractive Summarisation after mBERT

mT5
In-language
multi-task

R-1 P 39.95
R-1 R 29.31
R-1 F 31.30

R-2 P 14.36
R-2 R 10.61
R-2 F 11.24

R-L P 21.90
R-L R 16.40
R-L F 17.25

# words 151
# sents 6

Table 5: Comparison of the summaries produce us-
ing the mBERT extractive model and the mT5 abstrac-
tive model trained in the in-language multi-task train-
ing scenario with regard to the ROUGE metrics and the
length of the produced summaries.

7. Discussion
Our experimental findings suggest that using a pre-
abstractive extractive step is a valid approach to per-
form abstractive summarisation on long input docu-
ments such as the ones from our WikinewsSum dataset.
The results presented in Section 6 show that the hybrid
summarisation approach allows abstractive summaries
with high ROUGE scores. However, the mBERT ex-
tractive step still decreases the performance of the
abstractive models compared to the Oracle extractive
step. One solution to solve this issue would be to use an
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abstractive model with a greater maximum input length
to remove the extractive step like Longformer or Big
Bird, presented in Section 2.2, which have a maximum
input length of thousands of tokens and 4096 tokens re-
spectively. Another approach could be to try to improve
the extractive step with a better extractive method. In
this work, we provide initial experiments with extrac-
tive and abstractive baselines as starting point for future
research.

In Section 6, we show that the abstractive models
trained on one language constantly produce the sum-
mary in the same language even if the source is in an-
other language. This can be explained because the mT5
model is trained to produce summaries in only one lan-
guage independently of the input text language due to
the cross-lingual samples. Moreover, at inference, the
textual input given to the mT5 model does not contain
any indicator for the target language. On the oppo-
site, when trained on all the languages combined (in-
language multi-task training scenario), mT5 produces
summaries in the languages of the input texts. Again,
this can be attributed to the fact that no indication is
provided to the model to indicate the language in which
to generate the summary. Therefore, mT5 reproduces
the data from its training: summaries in the same lan-
guage as the input text. We hypothesise that by adding
a language prompt to the abstractive model, we could
force mT5 to generate the summary in the correct tar-
get language. This would greatly improve the results
of mT5 trained in the cross-lingual zero-shot transfer.
Moreover, this language prompt could also solve the
issues of the model trained on all the languages simul-
taneously with the cross-lingual samples (see Table 4),
and therefore improve the ROUGE scores of the mT5
in-language multi-task model. We will explore differ-
ent approaches to specify the language of the generated
summary in future work.

We also show in Section 6 that for the Italian language,
mT5 trained in the in-language training scenario ob-
tains poor ROUGE scores. We hypothesise that the
too low number of training samples (61 Italian train-
ing samples) does not allow mT5 to converge during
the fine-tuning. As a result, mT5 trained on the Ital-
ian samples only is not capable to perform abstractive
summarization. In the in-language multi-task training
scenario, mT5 is trained on all the available samples
whatever their language which solves the number of
training samples issue. The produced abstractive model
obtains ROUGE scores for Italian similar or even bet-
ter to the ROUGE scores obtained for the other lan-
guages which have at least 30 times more training sam-
ples (see Table 1). We think that mT5 trained in all
the languages understands that the summaries need to
be generated in the languages of the input texts. In
this training scenario, mT5 can therefore fully take
advantage of its multilingual pre-training by perform-
ing what we can call cross-multilingual few-shot trans-
fer, i.e. mT5 transfers what it learned from the En-

glish, German, French, Spanish, Portuguese, and Pol-
ish samples to Italian. This result opens new research
questions. For example, would the cross-multilingual
transfer have any positive effect in a zero-shot scenario
where the model has never been trained on the language
it is evaluated on, or do all the languages have the same
influence on the performance as the in-language multi-
task mT5 model on Italian samples.
Finally, we see in the Table 3 that the mBERT extrac-
tive model obtains better ROUGE F-measure scores
than the abstractive models after the mBERT pre-
abstractive extractive step. With regard to the results
shown in Table 5, we hypothesise that the abstractive
summaries are shorter, more precise, but contain less
information from the gold summaries than the extrac-
tive ones.

8. Conclusion
We utilise Wikinews for the creation of a summarisa-
tion dataset. We release WikinewsSum as the first mul-
tilingual dataset for extended summaries, supporting
English, German, French, Spanish, Portuguese, Polish,
and Italian. Wikinews, supporting more than 20 lan-
guages with more than 1000 articles, is a good source
for further populating the WikinewsSum dataset by in-
creasing the number of languages. We consider this an
important first step for future work.
Furthermore, we provide strong baselines for extrac-
tive and abstractive summarisation. In particular, we
show that pre-trained multilingual transformer models
can be used without fine-tuning to perform extractive
summarisation with good results using the method pre-
sented in Miller (2019). We compare three multilingual
training scenarios inspired by Hu et al. (2020).
First, we show that the cross-lingual zero-shot trans-
fer does not work out of the box for the summarisa-
tion task. The produced model would need a language
indication to know in which language to generate the
summary. This will be explored in future work.
Secondly, we show that the mT5 models trained on
each language separately obtain similar results to the
mT5 model trained on all the languages combined,
if we exclude the cross-lingual samples. Depending
on the use case, the two training scenarios can be
used if the target language has enough training sam-
ples. Indeed for low resource languages like Italian in
the WikinewsSum dataset, the in-language multi-task
training scenario allows the model to converge during
the fine-tuning and the resulting model obtains much
better results than mT5 trained on Italian only. There-
fore, we consider the in-language multi-task training
scenario very interesting to explore to perform abstrac-
tive summarisation for low resource languages.
Finally, we show the importance of the pre-abstractive
extractive step to generate abstractive summaries in
our extended summary setup. Despite the extractive
method we used obtains good results, improvements
are still possible compared to the Oracle method.
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Appendix

Methods Metrics English German French Spanish Portuguese Polish Italian All Languages

Extractive Summarisation

DistilmBERT
B-S P 0.6920 0.6669 0.6357 0.6807 0.6680 0.6455 0.6706 0.6697
B-S R 0.7196 0.6890 0.6846 0.7104 0.7084 0.6834 0.7068 0.7021
B-S F 0.7052 0.6774 0.6585 0.6949 0.6869 0.6633 0.6879 0.6850

mBERT
B-S P 0.6908 0.6679 0.6354 0.6810 0.6673 0.6456 0.6618 0.6695
B-S R 0.7215 0.6931 0.6855 0.7124 0.7084 0.6848 0.7033 0.7041
B-S F 0.7055 0.6799 0.6587 0.6960 0.6865 0.6640 0.6816 0.6859

XLM-RoBERTa
B-S P 0.6900 0.6658 0.6351 0.6794 0.6660 0.6451 0.6752 0.6684
B-S R 0.7173 0.6878 0.6834 0.7087 0.7061 0.6831 0.7099 0.7005
B-S F 0.7031 0.6762 0.6576 0.6934 0.6848 0.6629 0.6917 0.6836

Oracle
B-S P 0.7238 0.6947 0.6528 0.7058 0.6930 0.6638 0.6919 0.6955
B-S R 0.7436 0.7144 0.6967 0.7228 0.7266 0.7024 0.7190 0.7217
B-S F 0.7332 0.7039 0.6731 0.7138 0.7087 0.6818 0.7047 0.7077

Abstractive Summarisation after Oracle Pre-Abstractive Extractive Step

mT5
Cross-lingual
zero-shot transfer

B-S P 0.7526 0.6814 0.6687 0.7014 0.6864 0.6468 0.6820 0.7009
B-S R 0.7199 0.6431 0.6579 0.6650 0.6641 0.6218 0.6480 0.6717
B-S F 0.7354 0.6614 0.6627 0.6824 0.6746 0.6337 0.6644 0.6855

mT5
In-language
multi-task

B-S P 0.7494 0.7219 0.7130 0.7306 0.7274 0.6887 0.7203 0.7274
B-S R 0.7190 0.6937 0.7174 0.7030 0.7140 0.6847 0.6942 0.7074
B-S F 0.7334 0.7070 0.7138 0.7161 0.7197 0.6857 0.7066 0.7165

mT5
In-language

B-S P 0.7526 0.7264 0.7164 0.7374 0.7381 0.6974 0.4603 0.7321
B-S R 0.7199 0.6939 0.7179 0.7073 0.7194 0.6908 0.5261 0.7092
B-S F 0.7354 0.7093 0.7153 0.7216 0.7277 0.6931 0.4905 0.7196

Abstractive Summarisation after mBERT Pre-Abstractive Extractive Step

mT5
Cross-lingual
zero-shot transfer

B-S P 0.7202 0.6680 0.6571 0.6858 0.6757 0.6412 0.6693 0.6828
B-S R 0.7004 0.6363 0.6517 0.6576 0.6586 0.6180 0.6459 0.6615
B-S F 0.7098 0.6515 0.6538 0.6712 0.6666 0.6290 0.6572 0.6716

mT5
In-language
multi-task

B-S P 0.7157 0.6958 0.6953 0.7069 0.7094 0.6700 0.7045 0.7022
B-S R 0.6981 0.6774 0.7033 0.6891 0.7011 0.6702 0.6869 0.6910
B-S F 0.7065 0.6861 0.6982 0.6976 0.7046 0.6693 0.6952 0.6960

mT5
In-language

B-S P 0.7202 0.7043 0.7020 0.7151 0.7186 0.6836 0.4495 0.7091
B-S R 0.7004 0.6807 0.7069 0.6948 0.7064 0.6803 0.5213 0.6949
B-S F 0.7098 0.6919 0.7026 0.7044 0.7116 0.6811 0.4822 0.7012

Table 6: BERTScore (Zhang et al., 2020b) precision (B-S P), recall (B-S R), and F1 (B-S F) results of the three
evaluations presented Section 5.4 on WikinewsSum. We compare the extractive models, and mT5 in the three
training scenarios and with two different pre-abstractive extractive steps (Oracle and mBERT) for each language
of the WikinewsSum dataset in addiction to the all dataset. Hash code for the BERTScore metric: bert-base-
multilingual-cased L9 no-idf version=0.3.11(hug trans=4.13.0) fast-tokenizer
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