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Abstract
Dialog system developers need high-quality data to train, fine-tune and assess their systems. They often use crowdsourcing for
this since it provides large quantities of data from many workers. However, the data may not be of sufficiently good quality.
This can be due to the way that the requester presents a task and how they interact with the workers. This paper introduces
DialCrowd 2.0 to help requesters obtain higher quality data by, for example, presenting tasks more clearly and facilitating
effective communication with workers. DialCrowd 2.0 guides developers in creating improved Human Intelligence Tasks
(HITs) and is directly applicable to the workflows used currently by developers and researchers.
Keywords: dialog, crowdsourcing

1. Introduction
High-quality human data is essential in the develop-
ment of dialog systems. Many researchers create HITs
on crowdsourcing platforms such as Amazon Mechan-
ical Turk (AMT) to collect data from humans. Obtain-
ing high-quality data is dependent on the usability of
the tasks workers are asked to complete (e.g., learnabil-
ity, feedback, etc.) (Nielsen, 1994), yet many tasks fall
short (Huynh et al., 2021).
To address this problem, we introduce DialCrowd 2.0,
a substantial update to DialCrowd 1.0. DialCrowd 1.0
(Lee et al., 2018) facilitated data collection by pro-
viding an interface that requesters used to create HITs
from pre-configured templates. The goal in the 1.0 ver-
sion was to make the task creation process more effi-
cient. Once a HIT was created, workers accessed and
worked on the HIT from the DialCrowd-generated in-
terface. The added efficacy that DialCrowd provides
was studied with 10 participant/requesters. All par-
ticipants observed that DialCrowd shortened the time
spent creating the study, and when asked to rate the
usefulness of this toolkit, participants responded with
an average of 4 on a scale of 1 to 5, with 5 being best.
Whereas DialCrowd 1.0 focused on helping requesters
create HITs more efficiently, DialCrowd 2.0 addresses
factors related to interaction and communication with
the workers that can affect the quality of the data ob-
tained from a HIT. We have demonstrated the commu-
nity’s need for help with these two aspects in a recent
study (Huynh et al., 2021). In this study, we looked at
the tasks running on AMT over seven consecutive days
in August 2021 to analyse their overall quality. The
study examined only the natural language processing
HITs (excluding computer vision, surveys, etc.) that
were presented to workers at this time. In the same way
that requesters can give ratings to an individual worker,
workers also rate the requesters and share information
about them on their crowdsourcing forums and blogs
(Paolacci et al., 2010). A high requester rating will
attract more good workers while poor ratings and is-

sues in communication with the workers will repel the
better workers. Thus, in parallel to our examination
of the HITs on AMT, we also tallied the workers’ as-
sessments of these HITs and of their requesters using
Turkerview 1. Out of a total of 102 HITs available over
that time span, 56 met our criteria and were reviewed
for the study. 54 of the total 102 HITs were reviewed
on Turkerview for payment and 67 out of a total of 79
requesters were reviewed on Turkerview for payment
assessment.
Reinforcing the hypothesis that requesters need help
with their HITs, we found that 25% of the 56 HITs had
technical issues. Out of the 54 HITs reviewed on Turk-
erview, only 39% paid above $10 an hour. All of the
payment levels may be found in Figure 1 (Huynh et al.,
2021). The findings in this study reinforce the claim
of this paper that the research community needs Dial-
Crowd 2.0 to help them obtain better quality crowd-
sourced data.

Payment No. HITs % of HITs
< $7.25 24 44%

$7.25 - $10.00 9 17%
> $10.00 21 39%

Table 1: Payment Statistics for HITs

2. Related Work
2.1. Dialog Data Collection
Tools such as ParlAI (Miller et al., 2017), ConvLab
(Zhu et al., 2020), and MEEP (Arkhangorodsky et al.,
2020) were created to make HIT creation easier. ParlAI
and ConvLab are directly integrated with AMT with
some coding required. MEEP is not integrated with
AMT, but has a Wizard-of-Oz interface for data collec-
tion. In all three cases, these tools focus on providing
pretrained models, datasets, and instruction on dialog

1https://turkerview.com

https://turkerview.com


1257

system creation. However, they do not provide a guide
to communication and clarity with workers during HIT
creation, which DialCrowd 2.0 does offer.

2.2. High Quality HITs
We define a high quality HIT as being a HIT that both
gathers high quality data and one that affords better
quality communication and respect between requesters
and workers. The worker wants to do the task correctly
while minimizing the amount of time they spend on it
(thus maximizing the amount they are paid per hour).
Thus they will choose to work on the task that en-
ables them to maintain this balance the best (Faradani
et al., 2011). The requester, on the other hand, wants
to gather and aggregate many workers’ responses in or-
der to produce good quality data to train or assess their
dialog system or for a study (Wang et al., 2017).
While the requester is rating the workers and choosing
workers with a high rating to do their HIT, the workers
are also rating the requesters in order to choose whose
HIT to work on. A high requester rating attracts more
good workers while poor ratings and issues in commu-
nication with the workers repel the better workers. Our
above-mentioned survey found that 35% of the 67 re-
questers studied were judged by workers as paying very
badly or poorly (Huynh et al., 2021).
This paper defines and implements five criteria that Di-
alCrowd 2.0 incorporates to contribute to a high qual-
ity production: include clear instructions and examples,
allow workers to provide feedback, pay workers fairly,
filter out low quality work, and filter outlier data.

2.2.1. Providing Instructions
The first thing workers see when accessing a HIT is
the set of instructions. The requester can improve the
task and attract the better workers by giving a high
level description of what the data will be used for and
by providing clear and unambiguous instructions about
what to do (Chandler et al., 2013). Requesters can
also improve the interactive aspects of the interface the
worker sees so less time is spent scrolling and search-
ing (Marcus et al., 2012) (Daniel et al., 2018). Chen et
al 2011 (Chen et al., 2011) and Georgescu et al 2012
(Georgescu et al., 2012) have shown that attending to
interactive issues improves data quality.
Our above-mentioned study (Huynh et al., 2021) found
that 28% of the 56 HITs had incomplete, unrelated, or
ambiguous instructions. More detail is shown in Figure
2.

Instr. Issue No. HITs % of HITs
Completely Unclear 0 0%

Incomplete 12 22%
Unrelated 2 4%

Ambiguous/Vague 1 2%

Table 2: Instruction Issues

When presented with ambiguous instructions, work-

ers may rely on their previous experience with similar
tasks to create their own interpretations of what they
are to do (Chandler et al., 2013). To improve this as-
pect of the instructions, TaskMate has workers discover
ambiguities in the instructions before the entire task is
released (K. Chaithanya Manam et al., 2019). An au-
tomatic model that evaluates the instructions may also
help a requester see how clear their instructions are
(Nouri et al., 2021).

2.2.2. Providing Examples
The use of well-chosen examples and counterexamples
with accompanying explanations of why these particu-
lar examples were presented also helps workers to bet-
ter understand the task. Providing these examples has
been shown to improve data quality over other methods
such as using gold standard questions (Doroudi et al.,
2016).

2.2.3. Feedback
Another way to improve communication with the
workers is to give them a text box at the end of each
task where they can provide feedback (Kittur et al.,
2013). One study created a feedback drop-down menu
that gives workers a list of specific reason for the feed-
back. While this is more restricted, it does allow the
worker to pinpoint potential issues in the HIT more
rapidly (Kulkarni et al., 2012). The use of a menu has
not been shown to be correlated with an immediate in-
crease in data quality.

2.2.4. Fair Payment
It is important to pay workers fairly for their time and
effort. There are conflicting studies on whether higher
payment levels increase the quality of data. Some stud-
ies show significant increases in data quality (Aker et
al., 2012), some show that data quality increases up to
a certain amount and then starts to decrease (Feng et
al., 2009), while others show that data quality stays the
same but that the speed at which the HIT is finished is
faster when payment is lower (Mason and Watts, 2009)
(Buhrmester et al., 2016) (Paolacci et al., 2010). Dial-
Crowd underlines the importance of paying the workers
a minimum wage of $15/hr.

2.2.5. Identifying Low Quality
The filter most frequently used for low quality data de-
tection has been gold standard HITs (HITs that have
previously been completed by the requester or some
expert) (Alabduljabbar and Al-Dossari, 2019). This
data is used to check whether the worker’s production
agrees with that of the expert (Allahbakhsh et al., 2013)
(Chen et al., 2011) (Hsueh et al., 2009) (Sayeed et al.,
2011) (Daniel et al., 2018). These gold standard HITs
have been shown to have benefits beyond just assess-
ing one worker’s production. They can also be used to
find consistent bias, or imbalanced datasets (Wang et
al., 2011). Another filter uses duplicated data (Alab-
duljabbar and Al-Dossari, 2019). In this case the re-
quester has a worker do the same HIT twice during the
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course of their work. The hope is that the worker will
give the same answer both times, thus demonstrating
intra-worker consistency. Both of these methods are,
evidently, not cost efficient since requesters are asking
for duplicate work, but they do help improve quality.

2.2.6. Identifying Outliers
Yet another option is to filter the data gathered for out-
liers. This includes pattern matching (for example, if
a worker has selected answer choice A for every ques-
tion), in order to measure an individual worker’s relia-
bility and agreement with the rest of the workers’ out-
put (Chandler et al., 2013) (Daniel et al., 2018), as well
as the amount of time spent (Rzeszotarski and Kittur,
2012).

3. DialCrowd 2.0
Using what is known about best crowdsourcing prac-
tices, DialCrowd 2.0 helps requesters create HITs ac-
cording to those practices. This section presents Dial-
Crowd 2.0, which can be accessed at the following link:
https://cmu-dialcrowd.herokuapp.com/.

3.1. Task Creation
DialCrowd 2.0 has a user-friendly interface that helps
requesters to create tasks more easily. After consulting
many publications that use crowdsourcing, four types
of tasks stood out as being the most often used. Thus
task templates were created for these four task types
and more templates can be added by the DialCrowd
team upon request:

• Interactive task: workers interact with a dialog
agent. This template can be used to collect conver-
sation with dialog agents for training or to assess
dialog agents.

• Intent classification: workers classify the intent of
an utterance.

• Entity classification: workers label the entities in
an utterance.

• Quality annotation: workers assess the quality of
a dialog system’s response given a context and re-
sponse pair.

Requesters use one of the templates and then only need
to fill out predefined configuration fields using Dial-
Crowd 2.0’s web-based graphical user interface to cre-
ate a task. This eliminates the need to manually edit
HTML code. Other related minor features are also pro-
vided as seen in Figures 1, 2, 3, and 4 in the Appendix,
which show some examples of what the configuration
page looks like. Figures 5 and 6 show what the workers
see.

• Serializable configuration: Requesters can upload
and download task configuration files in JSON
format. It helps requesters duplicate tasks or gen-
erate tasks automatically with programs.

• Flexible appearance: DialCrowd 2.0 supports
Markdown, which is a lightweight mark up lan-
guage. It helps requesters format text easily. Dial-
Crowd 2.0 also allows requesters to customize the
style of a task, e.g. background color, text font.

• Calculation of worker payment: While this is not
a minor issue, it is dealt with in a succinct and ef-
ficient manner. The requester has several persons
work on the given task and determines the average
amount of time it has taken them to accomplish
the task. That amount is entered and DialCrowd
2.0 uses this number to suggest worker payment,
based on an hourly wage of 15 dollars an hour.

• Calculation of the number of tasks to deploy: Di-
alCrowd 2.0 calculates the number of tasks to de-
ploy on AMT based on the data the requester has
uploaded, the number of items/assignments per
task unit, and the number of task units per task.

• Built-in consent form upload: DialCrowd 2.0 has
a built-in function for adding consent forms and
their corresponding check boxes.

3.1.1. Clarity
Instructions that are clear and unambiguous help main-
tain better bidirectional communication between the re-
quester and the workers. While the requesters create
clear instructions, the workers give feedback on how to
make the HIT better. It is good practice to post a small
subset the total HITs first. In this way resulting qual-
ity can be assessed and feedback can be gathered from
the workers. This allows for improvements to be made
in the task before it is completely deployed and avoids
the high cost of needing to repost a whole HIT when
the resulting data has been poor.
For requester-to-workers communication, DialCrowd
2.0 gives requesters guidance on how to compose clear
and complete instructions on the DialCrowd 2.0 con-
figuration page. There is also a link to the AMT best
practices guide. DialCrowd 2.0 also explains the im-
portance of giving examples and counter examples and
provides space for requesters to input these items along
with explanations of why both types of examples were
chosen.
For worker feedback, DialCrowd 2.0 includes an op-
tional feedback space which gives workers the oppor-
tunity to point out instructions that are hard to follow,
suggest better layout, note something that is not func-
tioning correctly etc. While the abovementioned prac-
tice of posting a small amount of tasks first may seem
counterintuitive and one might wonder if workers will
actually take the time to fill out an optional text box if
they are not paid more, (Mortensen et al., 2017) showed
that workers do indeed provide feedback.

3.1.2. Low-Quality Data Detection
Even a well-constructed task may yield some low qual-
ity work. This may be due to the work of bots, care-
lessness or fatigue on the part of a worker. For this,

https://cmu-dialcrowd.herokuapp.com/
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DialCrowd 2.0 provides detection analytics that include
quality control tasks and metrics for anomaly detection.
It should be noted that the longer a HIT is active, the
more likely it is that there will be bots working on it.
DialCrowd 2.0 offers two types of quality control tasks.
(1) it helps requesters include duplicated tasks, which
can be used to check individual worker consistency
(intra-worker agreement). As mentioned above, the
data in a HIT is shown twice to a worker at different
places. A consistent worker is expected to complete the
same HIT in the same way both times they see it. (2)
DialCrowd 2.0 also enables requesters to upload golden
data as described above. The worker’s output is com-
pared to the experts’ and data that does not match can
be eliminated. If a given worker’s output frequently
does not match that of the expert, the totality of that
worker’s data may be eliminated (but the worker should
still be paid for the time they spent trying to do the
task).
DialCrowd 2.0 also helps requesters detect worker be-
havior that differs from other workers with the follow-
ing metrics:

• Time: DialCrowd 2.0 tracks the amount of time
spent by each worker on the task. DialCrowd 2.0
flags work that is two standard deviations away
from the mean time taken by all of the other work-
ers to accomplish the task. A very short period of
time, for example, may indicate the presence of a
bot, while a very long period of time may indicate
unfamiliarity with the goal or the content of the
task.

• Patterns: A worker’s answers may reveal a pattern
in multiple choice answers. Responding A to ev-
ery question, is an example of data that DialCrowd
2.0 will flag, thus providing another way to detect
potential bots.

• Agreement: For inter-worker agreement, Dial-
Crowd 2.0 calculates the agreement between each
worker and all the other workers on the same HIT
using Cohen’s Kappa.

For each task, DialCrowd 2.0 provides a data summary
page with all of the above information. This includes
a table breaking down the summary numbers into in-
dividual results of these quality checks. It also in-
cludes individual Cohen’s Kappas between raters for
each of the questions asked, as well as the Cohen’s
Kappa among raters for all of the questions as a whole.

4. Observations
Although DialCrowd 2.0 provides guidance for many
aspects of good HIT creation, there are other aspects
that it does not cover. Among those are the qualifica-
tion tasks. These tasks assess the capability of a worker
before giving them access to a HIT based on the obser-
vation that each worker’s skill set is different, so it is
better to check their work rather than assuming that a

worker can do each and every task correctly (Daniel et
al., 2018). In general a small number of golden items
are given to the worker and a match to the experts al-
lows them to go forward to work on the HITs. Qualifi-
cation tasks have already been implemented in crowd-
sourcing platforms such as AMT and so do not need to
be covered in DialCrowd 2.0.

5. Future Work
The DialCrowd team has connected the intent classi-
fication template of DialCrowd 2.0 to ParlAI. In this
way, requesters will have access to the datasets and
models ParlAI provides while having an interface to
create HITs with DialCrowd 2.0. Future directions
could include the community creating new templates
and checking them in with ParlAI.

6. Conclusion
Clarity of instructions, examples, fair payment, and low
quality filtering are important factors to consider when
creating HITs so that the data gathered is of the highest
quality possible. Studies have demonstrated the value
of these factors. DialCrowd 2.0 puts these factors into
practice by providing a set of tools that allow requesters
to collect high quality data.
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Appendix
Figures 1, 2, and 3 are from the configuration page of
DialCrowd 2.0. Figures 4 and 5 are from the task page
that the workers see.
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Figure 1: DialCrowd 2.0 will calculate and suggest a minimum payment for the HIT based on the time estimate
scaled to $15/hr

Figure 2: Feedback Option for the Requesters

Figure 3: Using Examples and Counterexamples For Specific Intents
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Figure 4: Instructions For Specific Intents

Figure 5: Examples For Specific Intents
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