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Abstract
We propose a deep learning-based foreign language learning platform, named FREETALKY, for people who experience anxiety
dealing with foreign languages, by employing a humanoid robot NAO and various deep learning models. A persona-based
dialogue system that is embedded in NAO provides an interesting and consistent multi-turn dialogue for users. Also, an
grammar error correction system promotes improvement in grammar skills of the users. Thus, our system enables personalized
learning based on persona dialogue and facilitates grammar learning of a user using grammar error feedback. Furthermore,
we verified whether FREETALKY provides practical help in alleviating xenoglossophobia by replacing the real human in the
conversation with a NAO robot, through human evaluation.
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1. Introduction
Following multiculturalism and hyper-connectivity,
many societies value multilingual skills as a demon-
stration of the ability to work effectively with cus-
tomers, clients, and businesses of various countries and
cultures (Damari et al., 2017). In this context, native-
speaking classes and foreign language phone calls for
foreign language learning are available in most coun-
tries.

However, the costs are very high and some learners ex-
perience a mental block in learning foreign languages
(i.e., foreign language anxiety, also known as xenoglos-
sophobia). It can be described as a feeling of uneasi-
ness, worry, nervousness, and apprehension that is ex-
perienced while learning or using a second or foreign
language (Horwitz et al., 1986; Donmus, 2010).
To address these issues, we propose FREETALKY, a
software platform that allows users to communicate
comfortably as if they were conversing with a native
speaker by conversing with a robot instead through
realistic free talking. With FREETALKY, users ob-
tain a learning effect beyond the traditional classroom
learning methods, by experiencing direct conversations
without the mental pressure, rather than by only seeing
and hearing.
The FREETALKY platform combines speech recogni-
tion, a persona-based dialogue system, English gram-
mar error correction, and a humanoid robot NAO,
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for English learning that is user-friendly and practi-
cally helpful, by reflecting user perspectives. Specifi-
cally, the persona-based dialogue system provides cus-
tomized multi-turn dialogue, while the English gram-
mar error correction software provides customized
grammar correction. These features allow users to have
user-friendly conversations with the robot, learn for-
eign languages effectively, and even gain assistance
with their xenoglossophobia. The contributions of this
study are as follows.

• To the best of our knowledge, FREETALKY is
the first deep learning-based conversation plat-
form for alleviating xenoglossophobia.

• The persona-based conversation system in
FREETALKY allows users to customize for-
eign language learning and provides practical
feedback on grammatical errors through a deep
neural network-based grammar error correction
software.

• Through an evaluation and survey of real users of
FreeTalky, the validity and feasibility of FreeTalky
were verified, and various experimental empirical
analyses and error analyses were performed.

2. Related Work
To the best of our knowledge, there is no foreign lan-
guage learning software for alleviating xenoglossopho-
bia. In fact, a majority of the commercialized software
products for foreign language learning are developed
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Figure 1: Overview of FREETALKY process.

for the general public, with the primary objective of
improving English language skills, and do not consider
xenoglossophobia.
There are three major foreign language learning plat-
forms: Andy 1, Cake 2, and SpeakNow 3. However, de-
spite the commercialized service system, there is con-
siderable room for improvement.
First, Andy does not provide contextual dialogue, and
users cannot receive evaluation or feedback on their
learning. Second, Cake provides feedback on pronunci-
ation and expressiveness; however, there are no means
to have a natural conversation through an actual dia-
logue system. Additionally, it only provides traditional
evaluation methods, such as word quizzes and fill in the
blanks. Further, there is no feature that provides practi-
cal feedback for English grammar. Finally, SpeakNow,
an educational English conversation application using
3D avatars, provides evaluation of grammar accuracy,
expressiveness, and pronunciation, exploiting various
conversation situations and users’ voices. However, it
is not a type of free conversational model, as it only
provides a service that selects and answers a given sen-
tence, or reads the given sentences.
In light of these limitations, we propose FREETALKY,
which is equipped with a persona conversation sys-
tem that enables personalized learning and an En-
glish grammar corrector that provides practical learn-
ing feedback.

3. FREETALKY
Workflow of FREETALKY In this section, we de-
scribe the overall workflow of FREETALKY, as shown
in Figure 1. The process is explained step by step as
follows.

1. The user sets the persona of the robot (e.g., (1) [I
like to play basketball., ...], (2) [I have two daugh-
ters., ...], (3) [I am a graduate student., ...]) by se-

1https://andychatbot.com/
2https://mycake.me/
3https://www.speaknow.ai

lecting a number. Each number is assigned a ran-
domly chosen list of personas, and this informa-
tion is entered into the system. Automatic persona
setting is provided for the convenience of the user;
however, the users can set the persona of the robot
themselves as well.

2. The user begins the conversation with the NAO
robot to practice speaking in English. The input
of the user is further converted into text using the
speech-to-text (STT) module, and passed on to the
dialogue system. The dialogue model inputs the
converted text with persona sentences and previ-
ous history of the dialogue. Next, the model gen-
erates a response.

3. The generated response is converted into speech
using the text-to-speech (TTS) module of the
NAO robot, for it to provide the answers to the
user. Through this process, the user is able to re-
ceive the output from the model in the form of hu-
man voice.

4. When the conversation is completed by the end
command (i.e., Bye.), all utterances are transmit-
ted to the grammar error correction (GEC) mod-
ule, where the grammatical errors in the utterances
are detected.

5. The robot provides feedback on the sentences that
include grammatical errors, if there are any. By
receiving feedback, the users learn English gram-
mar, in addition to experiencing a seamless con-
versation in English.

NAO Robot According to shamsud-
din2011humanoid, NAO is a humanoid robot that
has been purposely designed to seem approachable.
We embedded our FREETALKY in the NAO robot to
allow the robot to be able to communicate with people
more easily and effectively. By utilizing this humanoid
robot as an educational assistant, people who are

https://andychatbot.com/
https://mycake.me/
https://www.speaknow.ai
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learning the English language would experience more
natural conversations, rather than studying alone.

Speech-to-Text We adopted an off-the-shelf STT
module known as CLOVA speech recognition
(CSR) (Ha et al., 2020) API of Naver. It obtains the
speech input of the user and converts it into text.
Further, it sends the converted text to the dialogue
system of the model.

Text-to-Speech The TTS system is based on ALText-
ToSpeech, which is a built-in TTS system of the NAO
robot. This module is used for providing feedback to
the users on their grammatical errors. In addition, the
robot alters its emotion and voice, which allows the
users to experience a life-like conversation with for-
eigners.

Figure 2: Overview of persona-based free talking
model in FREETALKY.

Persona-based Free Talking Dialogue According to
Grice’s maxims, there are several maxims that need to
be followed to ensure a good conversation (Dale and
Reiter, 1995; Looi and See, 2012). They are maxims of
quantity, quality, relation, and manners.
To reflect these maxims, FREETALKY adopts a
persona-based dialogue model. By assigning a persona
to the system, it can provide consistent and friendly re-
sponses to the users. The users can practice conversing
in English with the NAO robot similarly as they would
converse with people. Additionally, they can set up the
persona of the robot such that it includes their various
interests or conversational topics.
Most existing foreign language learning systems pro-
vide only a single-turn dialogue. However, we de-
ployed a multi-turn free-talking model using the pre-
trained language model (Zhang et al., 2019) for a more
realistic conversation. It was trained on a massive dia-
logue corpus to allow the model to utilize the learned
dialogue patterns and construct colloquial expressions.
We adopted PERSONA-CHAT (Zhang et al., 2018) as
the training data for transfer learning of the model.

In the transfer-learning phase, the concatenations of
persona sentences, dialogue history, and the user’s ut-
terances were used as the input. With this input, the
model learned the patterns inherent in dialogue data.
As shown in Figure 2, the model was trained with
two objective functions: next sentence prediction and
masked language modeling. With the masked language
modeling, the model learned next token generation in
an auto-regressive manner. Simultaneously, it learned
which answer is suitable for the next utterance among
20 candidates, using the next sentence prediction func-
tion.
The evaluation metrics for the model are hits@1 and
perplexity. Hits@1 is used to measure the accuracy of
the correct answer being chosen among 20 candidate
answers. Perplexity is a metric for evaluating a lan-
guage model for its ability to predict the next token.
Low perplexity indicates low congestion and high per-
formance of language models. In the results obtained
from the qualitative analysis, hits@1 was 78.68 and
perplexity was 14.19, when evaluated on the valida-
tion set of the PERSONA-CHAT dataset (Zhang et al.,
2018). In addition, to handle ethical issues (e.g. hate
speech, offensive words) which frequently arises from
the language models due to the biases in toxic language
datasets (Sap et al., 2019), we regenerate the sequence,
if the generated sequence has certain words in our pre-
built list of offensive words.

Figure 3: Overview of grammar error correction model
in FREETALKY.

Grammar Error Feedback Several studies have
proven the positive effects of feedback on error cor-
rection in foreign language learning (Lyster and Ranta,
1997; Loewen, 2013; Nassaji, 2016; Park et al., 2021).
Inspired by these results, this study adapted the GEC
model for FREETALKY to provide feedback on gram-
matical errors to users.
In terms of machine translation, GEC is a task in
which the erroneous source sentence is translated to
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the correct target sentence. That is, the sequence-to-
sequence (S2S) model can be interpreted as noise
sequence to denoise sequence (NS2DS (Park et al.,
2020a; Park et al., 2020b)). All S2S models, such as
CNN (Gehring et al., 2017), RNN (Bahdanau et al.,
2014), and Transformer (Vaswani et al., 2017), can
be utilized as NS2DS. In addition, existing rule-based
and statistical models can be incorporated with NS2DS
models in a hybrid form.
In this study, we adopted the vanilla Trans-
former (Vaswani et al., 2017) with a copy mech-
anism (Gu et al., 2016), which was suitable for the
service owing to its lightweight structure. We applied
the copy mechanism based on the characteristics of
the training data in the GEC, where the source and
target sentences had the same character set. Thus, we
handled the out-of-vocabulary (OOV) problem using
the copy mechanism in a principled manner.
The overall model structure is shown in Figure 3. It
was deployed on a separate server and connected to
FREETALKY by means of REST API using Flask. To
enable scaling-up of the service, we additionally de-
ployed the CPU-based model, as well as the GPU-
based model (Klein et al., 2020). Through this function,
explicit instructions are made available to the user.

4. FREETALKY for Xenoglossophobia
Xenoglossophobia, also known as foreign language
anxiety, is a consistent and irrational fear revolving
around foreign languages (Abinaya, 2016). People who
suffer from xenoglossophobia experience anxiety while
having conversations with people who speak a foreign
language. There does not exist a specific method for
treating xenoglossophobia in particular; however, the
treatments suggested for general phobias can be uti-
lized.
Most people who have a phobia are treated with expo-
sure therapy. It is a method that involves exposing the
patients to the situation, thus restricting the anxiety for
a certain period. Though anxiety can temporarily in-
crease during the treatment, it helps to release it in the
long term, when the patients face real-world situations.
Motivated by this treatment, we experimented to de-
termine whether FREETALKY could practically help
people who have xenoglossophobia. The NAO robot
replaces the second human in the conversation, thus
possibly relieving the anxiety of the user, and simul-
taneously makes the situation more realistic using the
persona-based free talking system.

5. Qualitative Analysis
We analyzed the conversation between the user and
FREETALKY in a qualitative manner. An example con-
versation is presented in Table 1. As shown in line
(01), the FreeTalky system provides a randomly cho-
sen persona through the selection of a number be-
tween 1 to 3. This setting enables virtual experiences
in various situations where the users can experience

Figure 4: Four cases of errors. Case 1 is an erroneous
sentence that conflicts with what the model said before.
Case 2 is an unnatural utterance that suddenly changes
the conversation topic. Case 3 is an error of overcorrec-
tion. Case 4 is a generic problem of generative models.

the feeling of talking to different people. In lines (08)
and (14), FREETALKY generates persona-based an-
swers. Its multi-turn conversation not only seems nat-
ural, but also continues until the user ends the con-
versation themselves. Moreover, it has the ability to
ask an additional question from the user, as in (08).
Once the conversation is over, it provides grammatical
error feedback to the user, as in the last utterance of
FREETALKY in Table 1.

Error Analysis Although the proposed system can
hold a natural multi-turn dialogue and provide gram-
matical error feedback, several errors remain in need
of improvement besides the given conversation. We di-
vided the error types into four cases, as shown in Fig-
ure 4. The first case is the error of unnatural flow of
conversation. Although the model attempts to converse
about specific topics, it says things that conflict with
what was said before, or with its persona, as shown in
line (12) of Table 1. The second case is the utterance
pattern learned from the pre-trained model. As we uti-
lized the pre-trained model, the pattern learned from
the large dialogue corpus tends to appear, as a result of
which, the model sometimes changes the conversation
topic and talks about itself. In Figure 4, the FreeTalky
model suddenly changes the topic of conversation to
travel. The third case is overcorrection. Overcorrection
is a phenomenon wherein a grammatically correct input
sentence is regarded as a subject that requires correc-
tion, and the sentence structure is disturbed. In Figure
4, the model changes a correct sentence of the user. The
fourth case is a generic problem of generative models,
that is, a model tends to generate tokens repeatedly and
leads to a [unk] token issue, as shown in Figure 4.

6. FREETALKY Satisfaction Survey
We validated the efficiency of the proposed system
through five middle school students, filtered by mea-
surement (Al-Saraj, 2014), who experience foreign lan-
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Example conversation with FREETALKY

FreeTalky: Hi, I am NAO. Please choose the number between 1 to 3 and tell me, then I will set my personality (01)
and tell you about my persona! (02)

User: Two (03)
FreeTalky: Persona setting is done. Let me introduce myself. I live in colorado. I like to go hiking in the spring. (04)

My favorite activity is rock climbing. I am a mechanical engineer. (05)
FreeTalky: Now you can have a conversation with me! If you want to finish the conversation, just say bye. (06)
User: Hi how are you? (07)
FreeTalky: I am doing great! I just got back from rock climbing. What are you up to? (08)
User: Wow... That’s awesome. I am going to study English. (09)
FreeTalky: I am in colorado, we are going to go hiking sometime soon. (10)

User: I want visit Colorado. I think you like outdoor activities! (11)
FreeTalky: I do, but I’m not too big on them. (12)

User: I see. You.. engineer? (13)

FreeTalky: Yes, I am a mechanical engineer. (14)
User: Okay.. It’s nice to meet you. Bye. (15)
FreeTalky: Conversation is done. Do you want to get grammatical feedback? (16)
User: Yes please. (17)

FreeTalky: Okay! You said, “I want visit Colorado” , but “I want to visit Colorado” , is a more grammatically (18)

correct expression. You said, “You engineer?” , but “Are you an engineer?” is a more (19)

grammatically correct expression. (20)

Table 1: An example conversation between the user and FreeTalky system. Users can set persona by choosing
number and talk with FreeTalky system. It gives grammar error feedback to the user after chatting. Full video is
attached in Supp.. The highlighted text indicates the user’s grammar error and FreeTalky’s feedback sentence.

guage anxiety. Further, we used six different ques-
tionnaires for system validation based on the Likert
scale (Likert, 1932) that rates situations from 1 (i.e.,
strongly disagree) to 5 (i.e., strongly agree), as shown
in Table 2.
As shown in Figure 5, most questions about the system
were scored as strongly agree or agree. This result im-
plies that the proposed system is suitable for alleviating
people’s xenoglossophobia.

Questionnaire

Q1 I feel comfortable while interacting with a robot in
a real human-like conversation.

Q2 I do not feel scared while talking to a robot.
Q3 Do you think FREETALKY will help alleviate your

foreign language anxiety?
Q4 Are you satisfied with the performance of grammatical

error feedback?
Q5 Do you think FREETALKY performs naturally in a

multi-turn conversation?
Q6 Do you think persona is well applied in FREETALKY?

Table 2: Questionnaire of FREETALKY satisfaction
survey.

Furthermore, we conducted Spearman correlation (de
Winter et al., 2016) on the survey results in Figure 6.
The results show a positive correlation in all question
relationships. There is a significant (p<0.05) positive
correlation between Q1 and Q4, from Q2 to Q3, Q5,
Q6, and between Q5 and Q6. Interestingly, Q3 and Q5,
Q6 show a perfect correlation, which implies that there

Figure 5: Response result of satisfaction survey of
FREETALKY.

is a high association between the alleviation of foreign
language anxiety and natural multi-turn dialogue and
persona-applied conversation. These results prove that
FREETALKY is appropriate for our objectives, that ap-
plying the persona and multi-turn dialogue to the con-
versation would result in the system being more user-
friendly. Another highlight of the results correspond-
ing to our objectives is that the humanoid robot NAO
performed well in alleviating xenoglossophobia, and is
user-friendly according to Q2, Q3, Q5, and Q6. Ad-
ditionally, it demonstrated that GEC contributes to the
comfort of the users while interacting with humanoid
robots, according to the results of Q1 and Q4. Conse-
quently, these factors determine the system satisfaction.
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User interview before chatting with FREETALKY.

Interviewer Hi, nice to meet you.
I heard that you experience fear while meeting and conversing with foreigners.

User That is right. I have learned English, but when I meet foreigners, I feel nervous, so I am unable to talk to them.
Interviewer Okay, do you face any problems while reading and writing in English?
User Yes, reading text in English is not a problem, but I get very nervous when I speak in English.
Interviewer Have you made any efforts to overcome this?
User I intended to go to an English conversation academy, but the cost was expensive, and I do not have enough

time to go there.
Interviewer Okay, then how about practicing conversing in English with a robot, instead of a human?
User A robot? I have not talked to a robot before, so I do not know.
Interviewer Then, why don’t we try and see if it can help relieve your fear now?

User interview after chatting with FREETALKY.

Interviewer How was it, talking with the robot in English?
User It was good because I felt more relaxed than when I talk to a real person. Also, it was good that this

robot gave me feedback on grammatically wrong expressions. The robot had various voices, so I felt like
it was a real situation.

Interviewer You mean that talking with the robot helps relieve your psychological fear.
User Yes, it does.
Interviewer Great then, we will attempt to further improve this system to assist with your anxiety. Thank you
User Thank you.

Table 3: User interview and experience of chatting with FREETALKY. As the user interview was conducted in
Korean, the translated version is attached. The highlighted text indicates the notable points in the interview (see
details in discussion).

Figure 6: Correlation result of satisfaction survey of
FREETALKY. Each cell indicates a correlation value,
and numbers in parentheses are p-value (p-value<0.05
indicates statistical significance).

7. Discussion
Following the system satisfaction survey, we inter-
viewed the actual users to determine an in-depth us-
ability of the system besides the survey. The interview
process aided the system development, as a predefined
questionnaire could not handle unexpected answers,
such as a narrative context. The interview transcript is
presented in Table 3. The original interview video is
also attached in the following link4.

4https://youtu.be/P6Xyv3pi6F4

As illustrated in Table 3, we determined that the user
experienced a life-like situation owing to the various
voices of NAO (see yellow box in Table 3). We pro-
vided two modulations of voices for NAO, that is neu-
tral and joyful. The user in this interview experienced
NAO as a joyful voice; thus, this setting enabled the
user to experience a realistic situation.
Although we performed the fundamental quantitative
analysis and appropriate qualitative analysis, limita-
tions that hindered the quantitative analysis of the sys-
tem remain because there is no official test set available
for further evaluation. Thus, we focused on the error
analysis to address these limitations. However, these
limitations encourage our further research, that is, to
build a test set for evaluating the system and develop
an evaluation metric. We plan to extend our work and
release the same, to support researchers in this field.

8. Conclusion
We proposed FREETALKY, where users can re-
ceive feedback on English grammar errors and im-
prove their English conversation skills. In addition, as
FREETALKY is based on a persona dialogue system,
the content of multi-turn conversations can be adap-
tively altered to suit the users and provide diverse con-
versational experience to the users. Furthermore, it is
possible to alleviate the psychological pressure experi-
enced by people suffering from xenoglossophobia, us-
ing the NAO robot.

https://youtu.be/P6Xyv3pi6F4
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