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Figure 3: Frequent neighbours analysis similar to Figure 2,
but with collapsed phonological and lexical variants. Vari-
ants included in a group are listed in its rightmost column.

focus of interest is less on specific lexical items (forms)
but on the typical semantic context the target sign is used
in. Grouping lexical as well as phonological variants to-
gether in neighbourhood pattern analysis can help to iden-
tify different senses of the specific target sign (base). Thus,
for neighbourhood analysis not the individual types but
all types with the same gloss name are collapsed into one
group to leverage the information on phonological and lex-
ical variation as coded in the full glosses. The result of this
query can be seen in Figure 3.
An advantage of this oversimplification is that more bi-
gram combinations are feeding into the general semantic
patterns so that more relevant patterns show up for the tar-
get sign. At this point the analysis is not covering individ-
ual collocations in the narrow sense anymore, but this level
of granularity has proven fruitful for the corpus size and
variant-richness of the DGS Corpus.
Regarding the sorting of results, there is further room for
improvement. Sorting target-neighbour pairs by their raw
co-occurrence frequency has an inherent bias towards signs
that are generally more frequent, as they have a higher like-
lihood to co-occur with the target by chance without being
particularly relevant. For example, in Figure 3 the gloss
name I is ranked most highly because it covers two of the
most frequent signs in the corpus, rather than due to any
particular relevance for TIME1.
To address this bias, Church and Hanks (1990) introduced
the use of pointwise mutual information (PMI) (Shan-
non, 1948) to lexicography.11 Given the individual fre-
quencies f (x) and f (y) of target and neighbour, their co-
occurrence frequency f (x; y) and the overall number of
corpus tokens N , PMI is defined as:

I( x; y) = log 2
f (x; y) N
f (x) f (y)

(1)

11Lexicographers have since introduced a variety of other met-
rics, e. g. the logDice formula (Rychlý, 2008) used by Sketch En-
gine. Most of these require additional syntactic information and
are therefore not suitable for our purposes (see Section 2.2).

Figure 4: Collocation list view of frequent left and right
neighbours of subtypes of the type TIME1, ordered by PMI
value of the bi-gram combination; bi-grams with fewer than
five occurrences are omitted.

Figure 4 shows the neighbourhood patterns query ordered
by PMI measure. This collocation list view has proved it-
self useful for lexicographic analysis in the DGS-Korpus
project for some years now and serves as a substitute for
a not yet available full-grown collocational profile of the
target sign under investigation.12

6. Supersense Collocations
The Word Sketch profiles enhance their collocation lists
by providing a semantic clustering of collocates, e. g. by
grouping near-synonyms together based on information
from a thesaurus (cf. Atkins and Rundell, 2008, p. 111).
In this section, we explore how semantic groupings can be
realised for a sign language.

6.1. The Need for Semantic Categories
While using the collocation list view presented in Section 5
to support the analyses of sign usage, lexicographers in the
DGS-Korpus project noticed wider semantic and syntactic
patterns across listed neighbours. Sometimes several neigh-
bours were identified as members of a category that could
be described by an abstract criterion of semantic grouping
or by a functional or presumed syntactic role. For example,
several left neighbour collocates of TIME1 are signs that
have a gloss name indicating a quantifying relation with
TIME1, e. g. MUCH-OR-MANY, MORE and NONE. Many
left neighbour collocates of TO-SAY1 are signs referring
to persons filling the semantic role of agent as argument of
TO-SAY1.
These patterns are often examples of semantic restric-
tion/preference and at the same time can indicate depen-
dency structures and syntactic functions, as these phenom-
ena are often related (cf. Bartsch, 2004, pp. 70–71). They
are very useful for WSD and also constitute valuable infor-
mation on sign usage for language learners using the dictio-
nary. Naturally, such gloss patterns must be verified against
DGS data by inspecting the actual signed utterances.
However, some of these patterns may go unnoticed because
each individual bi-gram contributing to the pattern may by
itself be too infrequent to show up in the collocation list
(see our use of frequency thresholds in Section 5). Only

12Langer et al. (2018) mention the approach, albeit in less de-
tail, as part of their discussion of views for lexicographic work.
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Figure 5: Supersense collocation of TIME1. Supersenses
are ranked by their PMI value. Below each supersense we
show the gloss names that are part of its collocation.

after grouping all these infrequent signs together would it
become apparent how frequent the pattern that they are part
of may in fact be.
This presents us with a chicken and egg problem. To find
the pattern we need to see the infrequent signs and to see
the infrequent signs we need to have already grouped them
according to our pattern. Syntactic information like parts
of speech and dependency structures that might help struc-
ture our data further are not available to us. Instead, we
take inspiration from Atkins and Rundell (2008), who men-
tion selectional restrictions as manifestations of usage and
therefore helpful to discriminate between different senses:
“When we talk about ‘selectional restrictions’, we mean the
general semantic category of items that typically appear as
the subjects or objects of a verb, or as the complements
of an adjective. [...] [O]nce you know the category, any
word belonging to that category can fill the relevant slot”
(Atkins and Rundell, 2008, pp. 302–303). While we can-
not use selectional restrictions (this would require syntactic
information about parts of speech and their arguments), we
might still be able to group signs into semantic categories
if we can access an appropriate semantic resource.

6.2. Wordnet Supersenses
A wordnet is a lexical resource of semantic relations be-
tween words of a specific language (Miller et al., 1990).
Words are organised by their word senses and grouped
with other words of the same sense into synsets (synonym
sets). Synsets are linked by various relations, such as hy-
peronymy, meronymy or entailment. Each synset is also as-
signed a so-called supersense (also known as lexicographer
sense). Supersenses are coarse semantic categories, such as
person, location or emotion. They might therefore
be used as semantic categories in our list of collocations.
No wordnet exists yet for DGS, so we instead leverage
German-language components of the DGS Corpus to ex-
tract supersenses from the German wordnet GermaNet
(Hamp and Feldweg, 1997). As we are looking to retrieve
semantic generalisations, rather than nuances, we believe
this to be an acceptable compromise.
To connect DGS signs to GermaNet supersenses, we use the

Figure 6: Excerpt of the supersense collocation of BACK1,
showing the supersense collocate Lokation (location)
and the gloss names it contains. None of the individual
names occurs more than twice in the corpus, but grouped
into the supersense the semantic pattern becomes apparent.

concept entries associated with subtypes in the DGS Cor-
pus (see Section 3.2). As concept entries are (approximate)
indications of the conventional meanings of a sign and are
written as single German expressions, we treat them as
rough German equivalents. Each sign can have several con-
cepts, giving us a one-to-many mapping to German words.
For each sign concept we look up matching terms in Ger-
maNet across all parts of speech and retrieve the synsets
which they are part of. The supersenses of these synsets are
then treated as the supersenses of the concept. The super-
senses of a sign are the set of supersenses of all concepts of
that sign. Similarly, the supersenses of a gloss name group
(i. e. a set of signs grouped by the name-component of their
gloss, see Section 5) consist of all supersenses of its signs.
Having now bootstrapped supersense categories for our
DGS sign inventory, we return to the task of creating a col-
location list view. First we follow the steps of the gloss-
based collocations pipeline from Section 5. The neighbour-
ing tokens of the base are grouped by their signs to estab-
lish collocates. These sign collocates are collapsed further
into gloss name collocates. Instead of then listing the gloss
name collocates directly, we look up their supersenses and
use them to create supersense collocates. Each supersense
collocate contains every associated gloss name collocate.
This means a gloss name collocate can occur in multiple
supersense collocates if it has multiple supersenses. The
supersense collocates are then ranked by their PMI and the
list is pruned at the usual frequency threshold. In the collo-
cation list view, each supersense collocate is followed by a
list of the gloss name collocates that it is comprised of. An
example of this can be seen in Figure 5.
Note that the frequency threshold only applies to the super-
sense collocate, not to individual gloss name collocates it
contains. This allows the long tail of low-frequency col-
locations to still impact the ranking of the semantic cate-
gories that they are a part of. For example, Figure 6 shows
an excerpt of the supersense collocation of BACK1. One
sense of this sign can be described as “moving back to a
place where one came from or has been before”. Often this
sign follows other signs of movement across space, such as
TO-GO-THERE, TO-COME, TO-DRIVE, TO-GET-OUT
and others. However, none of these neighbour signs co-
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occur with BACK1 more than once or twice in the corpus.
Due to these low individual frequencies, they are omitted
in the gloss name collocation view. As we can see in Fig-
ure 6, the same is not true for the supersense collocation
view. Here the neighbour signs are grouped together under
the supersense Lokation (location), clearly showing the
collocation pattern of the sign sense. Cases like this show
how the supersense collocation view can be a useful addi-
tion to the lexicographer’s toolkit, especially when used in
concert with the gloss name collocation view.

6.3. Fallback: Glosses as Concepts
Our approach for connecting signs with GermaNet super-
senses relies on the availability of concept entries as a
bridge between languages. However, for many other sign
language datasets, such an explicit cross-lingual semantic
layer is not available. A possible fallback solution can be
the use of gloss names as impromptu concepts. While there
are obvious drawbacks to this (no multiple concepts per
sign, as well as the established dangers of treating glosses
as translations) it may still be an acceptable compromise to
provide lexicographers with another tool in their toolbox.
On the technical side, certain complications arise as well.
As glosses are commonly written in all caps, capitalisa-
tion of the host language is lost, which may create ambi-
guities, depending on the language (e. g. in German laut
means ‘loud’, but Laut means ‘sound’). Depending on the
exact annotation guidelines used for naming glosses, a vari-
ety of multi-word gloss ambiguities may also have to be re-
solved. In the DGS Corpus, for example, hyphenation can
fulfil a number of different functions. It can indicate ac-
tual multi-word expressions (ACH-SO1, ach so, ‘I see’) or
fine-grained meanings that require more than a single Ger-
man term to describe (ANMACHEN-BILDSCHIRM1, an-
machen (Bildschirm), ‘turn on (monitor)’). It can be used
to provide disambiguating contexts (FREI-KOSTENLOS1
means ‘free’ (frei) in the sense of ‘at no charge’ (kosten-
los), but not ‘unclaimed’ or ‘not imprisoned’) or to append
foreign language markers (HOLLYWOOD-ASL1 is a sign in
American Sign Language). And, of course, sometimes a
hyphen is simply part of a word (S-BAHN1, S-Bahn, ‘com-
muter train’).

6.4. Caveats and Finetuning
Using GermaNet supersenses to group signs is a first step
towards bootstrapping semantic categories for DGS. It is
not, however, without its caveats. The first one is that super-
senses are extremely broad categories. Not counting dupli-
cates across different parts of speech, GermaNet provides
a total of 38 different supersenses. Supersense collocations
can therefore only ever be a first filter, followed by a more
thorough analysis.
Another problem stems from the fact that we access Ger-
maNet, a primarily sense-based resource, via lemma-based
lookups. As we are unable to determine ahead of time
which word senses apply to the tokens in a given collo-
cate, we are bound to overgenerate, selecting more senses
than necessary and thus extracting incorrect supersenses.
This issue is exacerbated by the fact that we are perform-
ing this lookup cross-lingually, thus capturing word senses

of a German translation that do not apply to the sign at all.
We expect that the impact of these issues is lessened in our
specific case, as many of the incorrect senses will share a
supersense with correct senses. Also, as the resulting output
is intended for lexicographic work, any suggested patterns
will be further scrutinised by the lexicographer.
The third issue is one of lexical coverage. While GermaNet
covers a very large vocabulary, it focuses on content words,
especially nouns, verbs and adjectives. Function words are
omitted. It also does not cover names and has only a limited
selection of location names.
To address the last two issues at least in part, we introduce
a number of additional steps when determining supersenses
for signs. As was mentioned in Section 3.2, concept entries
can be given a disambiguating context when the German
concept term by itself is too ambiguous (e. g. “Bayern”
can refer to either the German federal state or a football
club). While the context field generally contains freeform
text, certain contexts occur repeatedly (e. g. “Ortsname”
(place name) for city names). Such contexts can be used to
assign supersenses (or other semantic categories) directly
without having to consult GermaNet. Similarly, certain
glosses have semantic prefixes that can be used directly,
such as the $NAME- prefix for person names or $NUM-
prefix for numbers and related terms. Finally, we introduce
a pseudo-supersense called stopwords to which we as-
sign signs whose German context word is found in a list of
common stopwords.
Using these finetuning steps in concert with the pipeline de-
scribed in Section 6.2, we are able to assign supersenses to
94% of DGS Corpus subtypes. Of these, 82% are assigned
three supersenses or less and 46% are assigned a single one.

7. Outlook
In this article we presented approaches for creating collo-
cation views for sign language research by using glosses
and wordnet supersenses. In the future we hope to improve
upon these in several ways. For example, up until now we
only consider immediate neighbours of a target sign. How-
ever, collocates can also be separated from the target by
other signs, so future collocation analyses should consider
larger windows or skip-grams (cf. Järvelin et al., 2007). We
also envisage dynamic merging of the right and left neigh-
bour lists in cases where collocates seem to follow a free
word order.
We hope to extend our cross-lingual bootstrapping of se-
mantic information to finer semantic information than su-
persenses, such as near-synonyms or the hyperonymy hier-
archy of GermaNet. This introduces new challenges, such
as how to group terms within the hierarchy, and increases
the relevance of known issues, like the overgeneralisation
we face when selecting word senses.
Another exciting possibility is the potential of creating a
feedback loop between the cross-lingual bootstrapping of
wordnet information and the word sense discrimination per-
formed by the lexicographers. While we showed how the
bootstrapping can help lexicographers, we hope that in re-
turn the lexicographers’ descriptions can improve the boot-
strapping process by providing sign sense inventories and
select token sense tags.
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