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Abstract
Pre-trained text encoders have rapidly advanced the state-of-the-art on many Natural Language Processing tasks. This paper presents
the use of transfer learning methods applied to the automatic detection of codes in radiological reports in Spanish. Assigning codes to
a clinical document is a popular task in NLP and in the biomedical domain. These codes can be of two types: standard classifications
(e.g. ICD-10) or specific to each clinic or hospital. In this study we show a system using specific radiology clinic codes. The dataset is
composed of 208,167 radiology reports labeled with 89 different codes. The corpus has been evaluated with three methods using the
BERT model applied to Spanish: Multilingual BERT, BETO and XLM. The results are interesting obtaining 70% of F1-score with a
pre-trained multilingual model.
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1. Introduction
Radiology reports are text records taken by radiologists that
detail the interpretation of a certain imaging modality exam
including a description of radiological findings that could
be the answer to a specific clinical question (patient’s symp-
toms, clinical signs or specific syndromes). Structured text
information in image reports can be applied in many scenar-
ios, including clinical decision support (Demner-Fushman
et al., 2009), detection of critical reports (Hripcsak et al.,
2002), labeling of medical images (Dreyer et al., 2005;
Hassanpour et al., 2017; Yadav et al., 2013), among other.
Natural language processing (NLP) has shown promise in
automating the classification of free narrative text. In the
NLP area this process is named Automatic Text Classifica-
tion techniques (ATC). ATC is an automated process of as-
signing set of predefined categories to plain text documents
(Witten and Frank, 2002).
The health care system employs a large number of catego-
rization and classification systems to assist data manage-
ment for a variety of tasks, including patient care, record
storage and retrieval, statistical analysis, insurance and
billing (Crammer et al., 2007; Scheurwegs et al., 2017;
Wang et al., 2016). One of these classification systems
is the International Classification of Diseases, Ten Ver-
sion (ICD-101). In 2017 a challenge was born at CLEF
where the aim of the task was to automatically assign ICD-
10 codes to the text content of death certificates in dif-
ferent languages such as English, French (Névéol et al.,
2017), Hungarian, Italian (Névéol et al., 2018) or German
(Dörendahl et al., 2019).
Regarding ATC, many techniques have been applied and
studied. In traditional machine learning the most common
algorithms known in the radiology community are: Naive
Bayes, decision trees, logistic regression and SVM (Wang
and Summers, 2012; Wei et al., 2005; Perotte et al., 2014).
On the other hand, Recurrent Neural Networks (RNN) are

1https://icd.who.int/browse10/2016/en

used for sequence learning, where both input and output
are word and label sequences, respectively. There are sev-
eral studies related to RNN using Long Short-Term Mem-
ory (LSTM) (Tutubalina and Miftahutdinov, 2017) or CNN
with an attention layer (Mullenbach et al., 2018). Finally,
researchers have shown the value of transfer learning —
pre-training a neural network model on a known task and
then performing fine-tuning — using the trained neural net-
work as the basis of a new purpose-specific model. BERT
model is one of the best known models nowadays. BERT
has also been used for multi-class classification with ICD-
10 (Amin et al., 2019) obtaining good results with minimal
effort.
This study is in the initial phase and it is focuses on au-
tomatic code assignment in Spanish, so it can also be an
automatic multi-class classification task. The main contri-
butions of this paper can be summarized as follows:

• We analyse the performance of the three transfer learn-
ing architectures using the BERT models in Spanish:
Multilingual BERT, BETO and XLM.

• We achieve encouraging results for a collection of
Spanish radiological reports.

• We also investigate the fine-tuning parameters for
BERT, including pre-process of long text, layerwise
learning rate, batch sizes and number of epochs.

2. Medical collection
Dataset is composed of 208,167 anonymized Computed
Tomography (CT) examinations. This clinical corpus has
been provided by the HT médica. Each report contains rel-
evant information such as: reason for consultation, infor-
mation regarding the hospital where the CT scan was con-
ducted, type of scan (contrast or non-contrast), and location
of the scan (body part).
Each radiology report requires a unique code from the 89
available codes. These labels are assigned according to



30

the area where the scan was performed, the type of con-
trast (contrast or non-contrast) and other clinical indications
such as fractures, trauma, inflammation, tumors, and so on.
Figure 1 shows the most common codes in the dataset and
the number of documents in which each label appears. We
can see that the TX4, TC4 and TX5 codes are the ones that
appear most frequently in the corpus.

Figure 1: Most common labels and their frequency in the
collection.

A weakness of the collection is that the text written by the
specialists is in capital letters. Therefore, we pre-process
the text by changing it to lower case.

Training, dev and test set The dataset was divided up to
carry out the experimentation: 60% of the collection was
used for the training set (124,899 documents), the develop-
ment set was composed of 41,6434 documents (20%) and
the remaining 20% for the test set (41,634 documents).
The sections of the CT examinations considered for this
study were: the reason for the consultation, the location
of the scan and the type of contrast used, avoiding hospital
information because most of the examinations were done in
the same hospital.

3. Code assignment methods
Transfer learning (Thrun, 1996) is an approach, by which
a system can apply knowledge learned from previous tasks
to a new task domain. This theory is inspired from the idea
that people can intuitively use their previously learned ex-
perience to define and solve new problems.
For the automatic assignment of codes in Spanish, we have
applied three transfer learning approaches based on BERT2.
BERT (Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2018) is designed to pre-train deep

2https://github.com/google-research/bert

bidirectional representations from unlabeled text by jointly
conditioning on both left and right context in all layers.
BERT uses a popular attention mechanism called trans-
former (Vaswani et al., 2017) that takes into account the
context of words.
As a result, the pre-trained BERT model can be fine-tuned
with just one additional output layer to create a multi-class
classification model. This layer assigns a single code to a
document.
In order to categorize radiology reports in Spanish, we have
used three pre-trained models described below:

Multilingual (henceforth, M-BERT) follows the same
model architecture and training procedure as BERT using
data from Wikipedia in 104 languages (Pires et al., 2019).
In M-BERT, the WordPiece modeling strategy allows the
model to share embedding across languages.

BETO is a BERT model trained on a big Spanish corpus.
BETO3 is of size similar to a BERT for English and was
trained with the Whole Word Masking technique (Cui et
al., 2019).

XLM uses a pre-processing technique and a dual-
language training mechanism with BERT in order to learn
relations between words in different languages (Lample and
Conneau, 2019). XLM presents a new training technique
of BERT for multilingual classification tasks and the use of
BERT as initialization of machine translation models.
In this study we show the performance of two XLM mod-
els: XLM trained with 17 languages (XLM-17) and trained
with 100 languages (XLM-100)

4. Experiments and evaluation
4.1. Fine-tuning pre-trained parameters
In this step, we need to make decisions about the hyperpa-
rameters for the BERT model.
We use the BERT model with a hidden size of 768, 12
transformer blocks and 12 self-attention heads. For the op-
timizer, we leverage the adam optimizer which performs
very well for NLP data and for BERT models in particular.
For the purposes of fine-tuning, the authors recommend
choosing from the following values: batch size, learning
rate, max sequence and number of epoch. Table 4.1. illus-
trates the hyperparameters and their tested options, finally
in each column we can see the model used and its selected
parameter.

4.2. Results
In this section we present the results obtained by applying
each BERT model. Since the corpus of radiological reports
is in Spanish, we have applied the available models for this
language in transfer learning.
The metrics used to carry out the experiments are the mea-
sures popularly known in the NLP community, namely
macro-precision, macro-recall and macro-averaged F1-
score.
Table 2 shows the results achieved and we can see that the
results are encouraging, having a large list of codes to as-
sign. XLM gets the best results by upgrading to BETO and

3https://github.com/dccuchile/beto
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Parameter Options M-BERT BETO XLM-100 XLM-17
Batch size [16, 32, 64] 32 16 16 16
Max sequence [256, 512] 256 256 256 256
Learning rate [2e-5, 3e-5] 3e-5 2e-5 2e-5 2e-5
Epoch [3, 4, 5] 4 5 5 5

Table 1: Hyperparameters tested and options chosen in each model.

Pre-trainined Model Precision Recall F1-score
M-BERT 65.41 62.07 62.33
BETO 69.86 65.34 66.34
XLM-100 75.05 69.10 70.64
XML-17 74.83 69.79 70.84

Table 2: Results obtained for code assignment in radiolog-
ical reports.

M-BERT. XLM mixes several languages but it is enough to
learn in the radiology reports and to detect the correct code.
XLM-100 obtains the best precision (75%) and XLM-17
the best recall (69.7%). The best F1-score was also ob-
tained with XLM-17 getting 70%.
Performing a brief analysis of the mislabeled codes, we
found that the 23 worst-labeled codes had 2,443 documents
to be trained, which is 1.96% of the total training set. In ad-
dition, the average number of training documents is 106, so
they do not have enough information to learn. According
to the evaluation of each code, Figure 2 shows the number
of codes and their result ranges using the F1 score.
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Figure 2: Results obtained in the F1-score and number of
codes evaluated.

5. Limitations and future work
Our project is in a beginner’s state and has limitations that
need to be improved in the future. The limitations we found
are shown below:

• Occasionally, the texts of the radiological reports are
longer than allowed in the BERT model (max se-
quence of 512).

• The texts provided by the specialists are in capital let-
ters, we pre-process the text by changing it to lower
case.

• There are codes with few examples for training, so the
system fails to classify.

We plan to make future improvements to the automatic
classification system. These improvements can be summa-
rized in the following points:

• We will perform a deep error analysis and see the be-
havior of each model applied to our corpus.

• We will analyze why XLM has achieved better re-
sults than BETO, being XLM trained for different lan-
guages.

• Strategies with embeddings to obtain the representa-
tion vector of each word will be used in future work.

• We will make changes to the model, for example,
adding new layers or concatenating new features ex-
tracted from the corpus.

• We will improve BERT’s vocabulary to find
more words related to the biomedical domain.
BioBERT (Lee et al., 2019) currently exists for
English, we could make an adaptation or create a
similar model with Spanish.

• There are parts of the text that are more important than
others, for example the location of the exploration, in
the future we plan to detect these features so that the
model learns better.

6. Conclusion
In this study we conducted a multi-class task to detect codes
in radiology reports written in Spanish. We have carried
out experiments that are the state-of-the-art pre-training for
NLP: BERT model. We apply different approaches using
this model such as Multilingual BERT, BETO and XLM.
Recent advances in transfer learning model have opened
another way to extract features and classify medical docu-
ments. We have a collection of over 200,000 CT scans and
each text can have 89 possible codes. Each code is associ-
ated with the document for a reason. The most important
reasons include: location of the body where the CT scan
was performed or a previous finding or disease.
Using the XLM algorithm trained with 17 different lan-
guages we obtain a 70% of F1-score, detecting that the
worst predictions are those codes that have scarce examples
to train.
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This study is at an early stage so we have described limi-
tations and future work to further improve the code assign-
ment task.
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