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Abstract
Code-mixed texts are abundant, especially in social media, and poses a problem for NLP tools, which are typically trained on
monolingual corpora. In this paper, we explore and evaluate different types of word embeddings for Indonesian–English code-mixed
text. We propose the use of code-mixed embeddings, i.e. embeddings trained on code-mixed text. Because large corpora of code-mixed
text are required to train embeddings, we describe a method for synthesizing a code-mixed corpus, grounded in literature and a survey.
Using sentiment analysis as a case study, we show that code-mixed embeddings trained on synthesized data are at least as good as
cross-lingual embeddings and better than monolingual embeddings.
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1. Introduction
People from around the world are able to connect and ex-
change information instantly, through the internet and so-
cial media. This exchange of information is dominated by
the English language (Danet and Herring, 2003; Kramarae,
1999; Poppi, 2014). To prepare Indonesians to go global,
the English language has been taught to Indonesian students
from elementary school. This exposure to the English lan-
guage instigates frequent Indonesian–English code-mixing
in Indonesia (Brown, 2000, p. 139). This phenomenon
is clearly observable in social media not only used by In-
donesians but also across languages (Cárdenas-Claros and
Isharyanti, 2009; Shafie and Nayan, 2013). Code-mixed
text is a challenge for the computational linguistic commu-
nity, where work based on social media text (Chakma and
Das, 2016; Barman et al., 2014) is common. This poses
a challenge because most models such as word-embedding
models assume the training data is monolingual.
In this paper, we focus on code-mixed Indonesian–English
text. Code-mixing has also been referred to as intra-
sentential code-switching (Hoffmann, 2014), i.e. the two
or more languages are mixed within sentences, not only be-
tween sentences. In code-mixed sentences, depending on
the language, the word in L1 (e.g. Indonesian) is usually
not only replaced with its translation in L2 (e.g. English),
but can also be merged with affixes of the L1 (e.g. In-
donesian). For instance ”Kita perlu revise documentnya”
(ID: Kita perlu memperbaiki dokumennya; EN: We need
to revise the document). In the example, the English word
”revise” is used instead of the Indonesian word ”memper-
baiki” and the English word ”document” is merged with
the Indonesian suffix ”-nya”.
There is plenty of research on cross-lingual word-
embeddings, which can use either monolingual corpora or
parallel corpora to do projection, mapping or alignment
(Ruder et al., 2017). In most cases, a set of monolingual
embeddings in one language is projected to a set of mono-
lingual embeddings in the other language, or both sets are
projected into a shared space. These methods might not

be enough to capture intra-sentential code-switched words
since cross-lingual embedding tries to merge word rep-
resentations from two sets of monolingual texts. Mixed
words will therefore not be represented in cross-lingual
word-embeddings. To address this issue, we suggest that a
cross-lingual word embedding model based on code-mixed
sentences might be needed. We will call these embeddings
code-mixed word embeddings. These word embeddings
still cover more than one language like cross-lingual em-
beddings, but they do so in a setting where the languages
are mixed, rather than separate. This has previously been
proposed for English–Spanish by Pratapa et al. (2018b).

To train a word embedding model of any type, a large
amount of data is needed. Crawling social media does not
guarantee that we get balanced corpora of diverse patterns
of code-mixed sentences, nor that we get a large enough set
of code-mixed sentences. To avoid getting a skewed cor-
pus, we need to be able to control class (code-mixed pat-
tern) distribution in our corpus. One possible method is to
synthesize the training corpus By synthesizing a corpus, we
will be able to control the class distribution in our data set,
and we can easily create a large corpus.

A number of studies has previously proposed methods
for synthesizing code-mixed text, using a variety of ap-
proaches, based on neural networks (Winata et al., 2019;
Chang et al., 2019), linguistic theories (Lee et al., 2019;
Pratapa et al., 2018a), or heuristics (Wick et al., 2016).
None of these studies have incorporated mixed morphol-
ogy, which is important in the Indonesian–English setting
we are interested in. Our study is using a heuristic approach
similar to the work by Wick et al. (2016), which is, how-
ever, focused on artificial code-switching involving sev-
eral languages with the end goal of improving cross-lingual
NLP, rather then on mimicking naturally occurring code-
mixed data with the end goal of processing code-mixed
data.

The main purpose of this study is to evaluate whether code-
mixed sentences can be better represented by code-mixed
embeddings than by cross-lingual embeddings based on
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Figure 1: Overview of the methodology for this study. Blue color shows the process of synthesizing a code-mixed corpus.
The orange color shows the process of Word Embedding Evaluation

monolingual embeddings. In addition, as a prerequisite
task, a method for synthesizing Indonesian-English code-
mixed corpus will be presented, grounded in literature and
a survey, but simpler than previously proposed methods.
The main contributions of this paper are:

• A simple method for creating a synthetic code-mixed
corpus of high quality

• Evaluation of code-mixed, cross-lingual and mono-
lingual word embeddings on code-mixed Indonesian-
English text on a sentiment classification task.

The methodology that we used is shown in Figure 1. The
process is divided into two phases. The first one is to syn-
thesize a code-mixed corpus. The second phase is word
embedding evaluation, where we compare different types
of word embeddings on a sentiment classification task, in
order to investigate the feasibility of using word embed-
dings created from a synthetic code-mixed corpus.
The paper is organized as follows: In section 2 we review
related work. In section 3 we describe Indonesian–English
code-mixing and section 4 describes the data used. Sec-
tion 5 describes the synthesis of the code-mixed corpus, in-
cluding the results on a survey of code-mixed patterns and
an evaluation. Section 6 describes how we trained word
embeddings, and section 7 gives the results for these word
embeddings on a sentiment classification task. The paper
ends with a conclusion and suggestions for future work in
section 8.

2. Related Work
We are only aware of two attempts to compare monolin-
gual word embeddings, code-mixed word embeddings, and
cross-lingual word embeddings trained on corpora with dif-
ferent types of contents. Pratapa et al. (2018b) tested dif-
ferent word embedding techniques on a code-mixed corpus,
namely correlation based model, compositional model, and
skip-gram model on Spanish–English. They created the
bilingual word embedding using monolingual embedding
and synthetic code-mixed corpus. They evaluated these
word embeddings on a semantic task (sentiment analysis)
and a syntactic task (POS tagging). They found that word
embeddings created from the code-mixed text, even if it
is artificially created, is needed for processing code-mixed
text since the existing cross-lingual embeddings are not
suitable. Our study is applied to a different language pair,

and we use different methods for training embeddings. We
were unable to evaluate on a syntactic task, due to a lack of
annotated data for code-mixed Indonesian–English.
Wick et al. (2016) train code-mixed embeddings on syn-
thetic data where five languages are mixed. They evalu-
ate these embeddings on a bilingual analogy tasks and on
cross-lingual sentiment analysis. The goal of this work
is different from us, since their purpose was to find em-
beddings that are useful in a cross-lingual learning setting,
rather than in a setting where code-mixed data is processed.
As for non-synthetically creation of code-mixed corpus,
there have been multiple attempts such as Turkish–German
Code-Switching Corpus (Çetinoğlu, 2016), Arabic–
Moroccan Darija Code-Switched Corpus (Samih and
Maier, 2016), Hindi–English Code-Mixed Corpus (Vijay
et al., 2018), and English–Spanish Code-Switching Twit-
ter Corpus (Vilares et al., 2016). Yet, English–Indonesian
Code-Mixed Corpus does not exist. Most of the code-
mixed corpora are created by fetching social media infor-
mation such as Tweets.
There are several studies that precede our study in code-
mixed text synthesis. Some of the recent approach use neu-
ral networks. Winata et al. (2019) create a sequence-to-
sequence model with a copy mechanism which learn how to
combine sentences from parallel corpora to generate code-
mixed text. Chang et al. (2019) utilize a generative adver-
sarial network to generate code-mixed sentences.
One early study which synthesizes code-mixed sentences
is the work by Wick et al. (2016). They present a method
for creating artificially code-switched text across many lan-
guages, which they apply to five languages. They use an al-
gorithm where they randomly sample words to be replaced.
For each sampled word, they pick one of the concepts, or
word senses, possible for that word, and sample a word in
any language that belongs to that concept. Our method
only mixes two languages, and it is even simpler, in that
it does not require a concept dictionary. We also integrate
morphology mixing, which is not handled by Wick et al.
(2016). Furthermore, the purpose of the two studies are dif-
ferent, since our goal is to mimic naturally occurring code-
mixing, whereas their goal is to create data which is useful
for cross-lingual learning.
Lately, theories about the nature of code-switched dis-
course have been used to generate synthetic code-mixed
text. Although there is no consensus, there are, among oth-
ers, three leading theories explaining the formation of code-
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switched text. They are the Functional Head Constraint
(FHC) theory (Di Sciullo et al., 1986; Belazi et al., 1994),
the Equivalence Constraint (EC) theory (Sankoff, 1998;
Poplack, 1980) and the Matrix Language Frame (MLF) the-
ory (Myers-Scotton, 1997).
One study which uses EC theory to synthesize the code-
mixed test is the work by Pratapa et al. (2018a). The ba-
sic idea of EC-based code-mixed sentence generation is to
ensure that the generated sentence does not break mono-
lingual grammar in both languages. For instance, EC the-
ory will disallow the fragment book blue in an English sen-
tence since it is grammatically incorrect. They apply EC-
theory to generate synthetic sentences by collapsing two
constituency parses tree into one. In order to apply their
method, they create a parallel word-aligned corpus that is
used to replace every L2 words with L1 words in L2 con-
stituency tree with a corresponding hierarchical structure,
on which they can apply the EC-theory to maintain the
grammatical structure of L2. In contrast, our study uses
a simpler rule-based method replicating the pattern that hu-
man produces. It does not need parse trees nor word aligned
corpora, but a bilingual dictionary.
Lee et al. (2019) present a study where they use the MLF
theory to generate synthetic code-mixed text. MLF the-
ory suggests that in a code-mixed sentence, there will be
a dominant language (matrix language) and inserted lan-
guage (embedded language). This study uses parallel text
data aligned at the phrase-level, as a basis for inserting
phrases from the embedded language into the matrix lan-
guage. They apply their method to language modelling,
where they sample phrases to insert on the fly, and also
combine this with naturally occurring code-mixed data.
The idea of using embedded language to create synthetic
code-mixed text is similar to our study. An important differ-
ence is that their method is based on parallel data whereas
our method is based on a bilingual dictionary. They do not
model morphology mixing.
There is some work on sentiment classification for code-
mixed data. Typical methods are text normalization
(Sharma et al., 2015) or adding additional annotations (Vi-
lares et al., 2016).

3. Code Mixing in Indonesian
The Indonesian language has two distinct forms, a formal
and an informal variant. Code-mixing can occur with both
variants, both in speech and in written format, e.g. maga-
zine articles, text messages, and social media content. Most
social media text, such as twitter, use the informal variant.
The informal form of Indonesian is mainly categorized into
two groups. The first group is the informal usage of words.
For instance; the usage of informal pronouns (e.g. ”gue”
instead of ”saya”; EN: ”I”), informal abbreviations (e.g.
”lht” instead of ”lihat”; EN: ”see”), and non-standard
spelling (e.g. ”haaaaloo” instead of ”halo”; EN: ”hello”).
The second group is the informal grammar especially the
informal use of affixes. In the informal form, formal affixes
are either dropped or replaced. For instance; ”saya men-
jual ayam” (EN: ”I am selling chicken”) becomes ”saya
jual ayam” (the prefix men- is dropped) or ”saya ngejual
ayam” (the prefix ”men-” is replaced with informal prefix

”nge-”). Another example is ”kirimkan paket ini” (EN:
”send this package”) becomes ”kirim pake ini” (suffix -
kan is dropped) or ”kirimin paket ini” (suffix -kan replaced
with informal suffix -in). In code-mixed sentences, both
categories of informality can be used. For instance; ”Gue
ngeupdate document”; ID: ”saya memperbaharui doku-
men”; EN: ”I am updating a document”. In the exam-
ple, the formal pronouns ”saya” is replaced with the in-
formal pronouns ”Gue” and the informal prefix ”nge-” is
used with english word ”update” to replace the formal verb
”memperbaharui”.
Many studies have been conducted to analyze the usage
and the form of English–Indonesian code-mixed sentences
(Marzona, 2017; Siregar et al., 2014; Kurniawan, 2016;
Habib, 2014; Setiawan, 2016). From these studies, we de-
duced that there are two main forms of Indonesian code-
mixed sentences. These two patterns appear in all liter-
ature. The first form is word replacement where, for in-
stance, Indonesian nouns, adjectives, verbs, and conjunc-
tions are replaced with their English counterparts. The sec-
ond form is morphology mixing where Indonesian affixes
(formal and informal) are mixed with English verbs. For
instance, ”Dokumennya bisa didownload anytime” (ID:
Dokumennya bisa diunduh kapan saja; EN: The docu-
ment can be downloaded anytime). The study by Kur-
niawan (2016) found that 60 percent of English words in
an English–Indonesian code-mixed sentence is the average
distribution in code-mixed Indonesian–English text. How-
ever, this is based on a small study of only three young
persons.
In this work, we will only be concerned with the formal
variant, since the formal variant has smaller word vari-
ation than the informal variant. Formalizing the corpus
helps reduce the Out-of-Vocabulary (OOV) when we do a
downstream task such as sentiment analysis. Furthermore,
the sentiment analysis corpus (Saputri et al., 2018) we use
mostly contains formal Indonesian. However, all methods
used would be equally applicable to informal Indonesian.

4. Data and Pre-Processing
We use multiple English–Indonesian sentence-aligned cor-
pora from several genres: The Open Subtitle 2018 Cor-
pus (Lison et al., 2018), TED 2018 Corpus (Cettolo et
al., 2012), and GlobalVoice Corpus (Tiedemann, 2012), all
taken from the OPUS collection (Tiedemann, 2012). These
corpora are cleaned and pre-processed. Table 1 gives an
overview of the size of the corpus before and after pre-
processing. Open Subtitle 2018 dominates the corpus.
The open subtitle corpus contains a lot of non-letter char-
acters (e.g. ¶\∗#) and formatting (e.g. {\cHFFFFFF}). To
clean this, we adjusted the PrepCorpus script1 to accommo-
date the Indonesian translation. Moreover, the subtitles also
contain song lyrics that are not translated into Indonesian.
Therefore, the non-translated sentence pairs were removed
from the corpus. These sentences were automatically re-
moved leveraging a bilingual lexicon. A sentence pair is
removed if more than 60 percent of the words in the In-
donesian sentence are found in the English dictionary. The

1https://github.com/rbawden/
PrepCorpus-OpenSubs.

https://github.com/rbawden/PrepCorpus-OpenSubs
https://github.com/rbawden/PrepCorpus-OpenSubs
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Original TED 2018 Glove OpenSub Total
Sentences 117,359 14,448 9,268,181 9,399,988

Tokens – ID 1,646,944 238,968 47,025,227 48,911,139
Tokens – EN 1,882,869 264 689 54,969,761 57,117,319

Cleaned TED 2018 Glove OpenSub Total
Sentences 114,915 14,213 9,237,234 9,366,362

Tokens –ID 1,624,189 232,060 45,943,213 47,799,462
Tokens – EN 1,862,658 257,976 53,723,799 55,844,433

Table 1: The size of corpora before and after pre-processing, for Indonesian (ID) and English (EN).

TED2018 corpus has meta-data information in the corpus.
For example <speaker>Al Gore</speaker>. We removed
all such meta-data as well as blank lines and double dash
characters (--). The Global Voice Corpus contains non-
letter characters (e.g. # and ... ). These characters as well
as blank lines were also removed. After this basic cleaning,
we extended all English contractions, (e.g I’ve → I have)
using our script which based on the pycontractions library2.
Several Indonesian sentences in the corpus were formed in
an informal manner. Since this study only concerns formal
Indonesian, formalization of the informal sentences was
done during the pre-processing. To formalize the informal
sentence, we are using the Colloquial Indonesian Lexicon3

as well as a lexical normalization method from the study
by Barik et al. (2019). The lexicon and the normalization
method are sufficient for mapping the informal words and
affixes back to the standard form. We then lower-cased all
data. For English we used Moses (Koehn et al., 2007) to
tokenize the data, and for Indonesian, the InaNLP toolkit
(Purwarianti et al., 2016). To make sure that the character
replacement in Indonesian is consistent with the English
Corpus (e.g. apostrophe (’)→ &apos; ), the tokenized cor-
pus was re-tokenized using Moses with the English lan-
guage as an option. The sentences were not lemmatized
because affixes are part of the Indonesian code-mixed pat-
tern.
For synthesizing our code-mixed corpus, and for some of
the methods for creating cross-lingual embeddings, as well
as for the cleaning described above, we used the bilin-
gual Indonesian–English lexicon from Facebook’s ground
truth bilingual dictionaries4. The bilingual lexicon contains
96,518 words pairs.

5. Synthesizing a Code-Mixed Corpus

In this section, we describe the work on synthesizing the
code-mixed corpus. We first describe a survey conducted
to investigate the patterns of code-mixing actually in use
across Indonesia. We then describe our method for synthe-
sizing and evaluate the resulting corpus.

2https://github.com/ian-beaver/
pycontractions.

3https://github.com/nasalsabila/
kamus-alay.

4https://dl.fbaipublicfiles.com/arrival/
dictionaries/id-en.txt.

5.1. Survey
The purpose of the survey is to confirm the code-mixed
patterns described in the literature. The goal is to validate
whether Indonesian people from different cities would cre-
ate English–Indonesian code-mixed sentences in the same
way. The reason for this is that the literature are typically
based on one specific subset of the Indonesian population,
e.g. one city (Siregar et al., 2014), one institution (Kurni-
awan, 2016) or one industry (Marzona, 2017). Therefore,
since Indonesian society is not homogeneous, these studies
might not represent more than a single variant of Indone-
sian.
The survey was given out to Polyglot Indonesia members.
Polyglot Indonesia is a non-profit organization in Indone-
sia, which started as a community for language enthusiasts.
The organization’s members reside across Indonesia.
The survey was made in Google Form which was then
spread via Polyglot Indonesia’s WhatsApp group, which
has 200 members from various cities across Indonesia.
Polyglot Indonesia members were chosen because they
have linguistic knowledge and they have a diverse cultural
and linguistic background. The survey has two questions.
1. The city of origin; 2. Write 10 examples of code-mixed
sentences. The survey was conducted for 4 weeks starting
in September 2019.
The respondents of the survey (115 people) reside in 14
cities around Indonesia. All of them produced code-mixed
sentences with the two patterns that appear in all literature
(Marzona, 2017; Siregar et al., 2014; Kurniawan, 2016;
Habib, 2014; Setiawan, 2016). For instance ”Harganya ga
reasonable” (ID: Harganya tidak masuk akal; EN: The
price is not reasonable) and ”Gue gampang kedistract
gitu” (ID: saya gampang terganggu; EN: I am easily got
distracted). In the two examples, the underlined word is
the informal form.
The results of the survey confirm that the code-mixed
patterns found in the literature actually reflects the code-
mixed patterns used across Indonesia well. The survey also
confirms, referring to Matrix Language Frame theory, In-
donesian language is the dominant language in Indonesia-
English code-mixed text. We thus go on to develop a
method implementing the two main patterns: to exchange
words and to exchange words with the addition of Indone-
sian affixes.

5.2. Method for synthesis
We developed an algorithm for the code-mixed sentence
synthesizer, based on a monolingual Indonesian corpus and

https://github.com/ian-beaver/pycontractions
https://github.com/ian-beaver/pycontractions
https://github.com/nasalsabila/kamus-alay
https://github.com/nasalsabila/kamus-alay
https://dl.fbaipublicfiles.com/arrival/dictionaries/id-en.txt
https://dl.fbaipublicfiles.com/arrival/dictionaries/id-en.txt
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Algorithm 1 Code-mixed synthesis algorithm
1: for each Indonesian sentences do
2: swapped← 0
3: for each word in sentence do
4: if swapped / num words in sentence < MAX SWAP then
5: continue with next sentence
6: end if
7: if random.generate() > SWAP THRESHOLD then
8: strippedWord, affixes← removeAffixes(word)
9: if word in bilingual dictionary then

10: swap(word, englishWord)
11: swapped++
12: else if strippedWord in bilingual dictionary then
13: mergedWord← addAffixes(englishWord, affixes)
14: swap(word, mergedWord)
15: swapped++
16: end if
17: end if
18: end for
19: end for

a bilingual dictionary. The reason for basing the synthe-
sis on the Indonesian side is that code-mixed Indonesian–
English tend to follow Indonesian syntax. Only formal In-
donesian was addressed, but the algorithm can easily be ex-
tended to cover informal Indonesian as well.
Algorithm 1 shows how we synthesize the code-mixed cor-
pus. For each sentence, we go through the words in the
sentence from left-to-right. For each word, we try to ex-
change it with a probability set by SWAP THRESHOLD.
If the Indonesian word is found in the bilingual lexicon, it is
exchanged (swapped) with the English word, otherwise, we
try to strip it of its affixes, and lookup the stem. If the stem
is found, we merge the affixes to the English stem, and ex-
change this mixed word with the original word. Otherwise,
no exchange takes place. We limit the number of words
exchanged in any sentence to MAX SWAP. The list of af-
fixes is based on the Indonesian affixes description from the
study by Adriani et al. (2007) (section 2). It contains 30 af-
fixes of the following types:

• Inflectional suffixes, for example, ”-kah”, ”-lah”, ”-
tah”, ”-pun”, ”-ku”, ”-mu”, and ”-nya”,

• Derivational prefixes, for example, ”be-”, ”di-”, ”ke-”,
”me-”, ”pe-”, ”se-”, and ”te-”,

• Derivational suffixes, for example, ”-i”, ”-kan”, ”-an”

• Derivational confixes, for example, ”be-an”, ”me-i”,
”me-kan”, ”di-i”, ”ke-an”.

In our experiments we set SWAP THRESHOLD to 50%
and MAX SWAP to 60% which is the average percent-
age of English words used in a code-mixed sentence in the
study of Kurniawan (2016). It is also close to the average
value in the code-mixed sentences in the corpus taken from
the survey result, which is 55.1%. Other values for these
two parameters are possible, but we leave the investigation
of this effect to future work. The generated code-mixed
corpus has the same size as our parallel corpus, over 9M

sentences and 47M words. Some examples are shown in
Table 2.

5.3. Corpus Evaluation
To measure the similarity between the real code-mixed
sentences and the synthetic code-mixed text, we use two
previously proposed measurements: Switch-Point Fraction
(SPF) and Code Mixing Index (CMI). SPF (Pratapa et al.,
2018a) measures the number of switch-points in a sentence
divided by the total number of word boundaries . We define
”switch-point” as a point in a sentence at which the words
switch to another language. CMI (Gambäck and Das, 2014)
measures the number of switches at the utterance level. It
is computed by determining the dominant language (the
most frequent language) and then counting the frequency
of words belonging to the embedded language. We calcu-
late SPF and CMI at the corpus level, averaging the SPF
and CMI for all sentences in a corpus.
We used these two measures to investigate if the synthe-
sized corpus seemed to have the same characteristics as a
naturally occurring code-mixed corpus. As a point of com-
parison, we used the corpus produced from the survey. Ta-
ble 3 shows that the natural and synthesized corpora have
very similar values for both measurements, indicating that
the distribution of words in the code-mixed corpus mimics
that of naturally occurring code-mixed sentences. It also
indicates that the choices for the tunable values of the syn-
thesizing algorithm were well chosen.
To further make sure that the generated sentences are good
examples of code-mixed text, we conducted a human eval-
uation. Two native Indonesian bilinguals (Indonesian and
English) evaluated 500 generated sentences, chosen at ran-
dom. 86 percent of the evaluated sentences were con-
sidered to be acceptable code-mixed sentences while 14
percent of the sentences were considered to be incorrect,
e.g phrases were not translated properly, or not properly
formed (e.g. misspelling), or words had translations that
are incorrect in that context. For example, the phrase
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Good Conversion.

1
ID: Dia paham betul kisah Irak, mungkin melebihi siapapun.
EN: He knows the story of Iraq perhaps more than anybody else
CM: Dia paham betul story iraq, probably melebihi anyone .

2
ID: Anda harus meninggalkan misi ini.
EN: You have to leave this mission.
CM: Anda harus leaving misi ini.

3
ID: Foto oleh Forum Pengada Layanan.
EN: Photo by Forum Pengada Layanan.
CM: Photo by Forum Pengada Layanan.

4
ID: Dua belas dari pemerkosanya diduga kini telah ditangkap, tapi dua lagi masih buron.
EN: Twelve of the suspected rapists have now been arrested, but two are still at large.
CM: Dua belas dari rapistnya diduga kini have captured, but two more still buron.

5
ID: Kesehatannya memburuk sejak kematian putrinya.
EN: She is not doing so well since the death of her daughter.
CM: Kesehatannya memburuk since deaths daughternya.

Bad Conversion.

1
ID: Dia memusnahkan prestasi ekonomi.
EN: He destroyed economic achievement.
CM: Dia gutted prestasi economy.

2
ID: Adik saya menjawab Kamu tidak mengerti sama sekali.
EN: And my sister replies You do not understand anything.
CM: Adik saya answer kamu tidak understand equal once.

3
ID: Dia mengambil risiko hidup membujang seumur hidup.
EN: She risks living the rest of her life alone.
CM: Dia retrieving risks alive membujang seumur alive.

Table 2: Example sentences from the generated synthetic corpus. ID: Indonesian, En: English: CM: Synthesized code-
mixed.

Measurement Survey Synthetic
SPF 0.2951 0.2989
CMI 0.8559 0.8431

Table 3: Switch-Point Fraction and Code Mixing Index
from the corpus taken from survey result and the corpus
from synthetic code-mixed text.

”ID:Terima kasih” sometime becomes ”EN:accept love”
or ”EN:accept ID:kasih” where it is supposed to be re-
placed by ”EN:thank you”. To evaluate the inter-evaluator
agreement, Cohen’s kappa (Cohen, 1960) was used. The
kappa coefficient is 0.874 suggesting that both evaluators
are in almost perfect agreement (between 0.81 and 1.00 ) in
the evaluation (Landis and Koch, 1977).
Table 2 shows examples of code-mixed sentences judged
as good and bad. The main issue with the three bad exam-
ples is that word by word translation causes the sentences
to be incomprehensible. In example 1, the word ”memus-
nahkan” is replaced with the word ”gutted”, which is not
contextually correct. This is because the synthesizer does
not understand the context of the sentence nor understand
word sense. In example 2, the phrase ”sama sekali” (EN:
”anything”) is replaced by the fragment ”equal once”.
This example shows another example of a phrase that is
not translated properly. In example 3, the fragment ”hidup
membujang seumur hidup” which is supposed to be re-
placed with the fragment ”living the rest of her life alone”
is replaced with the fragment ”alive membujang seumur

alive”. In addition, the word ”mengambil” is supposed
to be deleted or not replaced. The conversion for example
number three is considered more complex since the synthe-
sizer needs to be able to understand the sentence context
and word alignment.

Overall, the majority of issues come from the inability of
the synthesizer to replace phrases, which sometimes ren-
der sentences unintelligible. Another common issue is the
inability to add function words when it is needed. For ex-
ample, ”ID: ingin tahu” became ”EN:want know” where
it should became ”EN:want to know”. Misspelling is also
a common issue when replacing words and adding affixes.
A misspelled word leads to the creation of multiple variants
of the same word in the word embedding set, which is not
only useless but also reduces the potential embedding qual-
ity of the correct word. If the misspelled word were correct,
there would be more training data. We think that this issue
could be solved with a spelling correction algorithm.

The code-mixed synthesis algorithm is simple, but it can
still capture the two types of code-mixed patterns we have
identified. As shown, it does overall give good results.
There are plenty of options for improvement, though, such
as tuning the two thresholds, choosing the words to ex-
change at random, rather than linearly, and basing the
words to exchange on part-of-speech tags. Many of the er-
rors are due to multi-word expressions and collocations, so
identifying these, or at least applying the algorithm on the
phrase-level could also potentially lead to improvements.
Nevertheless, we do believe that the quality of the corpus is
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good enough for training code-mixed word embeddings.

6. Training Word Embeddings
We first train monolingual embeddings for each language
based on each monolingual side of the parallel corpus using
FastText5 (Joulin et al., 2016) with default configuration.
The model chosen to create word embeddings is the skip-
gram model (Mikolov et al., 2013).6 The code-mixed word
embeddings were created in the same way as the monolin-
gual embeddings, but from the synthetic code-mixed corpus
using the same tool (fastText) and configuration as for the
monolingual embeddings.7

To create cross-lingual word embeddings, we used
Vecmap8 (Artetxe et al., 2018) to combine the Indonesian
and English monolingual embeddings into a shared space.
We used four different modes provided by Vecmap: super-
vised, semi-supervised, identical, and unsupervised, with
the default configuration. The supervised mode, the semi-
supervised mode, and the identical mode are trying to learn
how to map two monolingual embeddings to a shared space
using seed dictionaries. The difference is on how each
mode creates seed dictionaries. The supervised mode uses
the full bilingual lexicon of 96,518 word pairs to create a
seed dictionary. The semi-supervised mode is intended to
be used if there is no large bilingual lexicon. The small
number of word pairs will be used to bootstrap the training.
In our case, we use the same bilingual lexicon as for the su-
pervised mode to bootstrap the training. The identical mode
uses identical words from both sets of monolingual word
embeddings to build the seed dictionary. The unsupervised
mode does not require a seed dictionary building. Instead,
it uses unsupervised initialization based on the isometry as-
sumption of monolingual embeddings. The isometry as-
sumption assumes that the embedding spaces are perfectly
isometric.
Since Vecmap is intended to be used for tasks like Machine
Translation or zero-shot transfer for a range of tasks, where
the texts they are applied to are monolingual, the output of
Vecmap are two files (source language and target language).
To apply these embeddings to code-mixed data, we need a
single set of embeddings. To do this, we added all English
words that did not occur in Indonesian to the Indonesian
embeddings. This means that word forms that happen to
occur in both languages will get the embedding from the
Indonesian side. The reason that we prioritized Indonesian
for shared words, is that the corpus is syntactically Indone-
sian. However, other strategies are possible, like averaging
the embeddings, but we leave this for future work.
Compared to creating cross-lingual embeddings based on
monolingual word embeddings, creating code-mixed word

5https://github.com/facebookresearch/
fastText.

6According to fasttext documentation, skipgram model is bet-
ter in performance compared to CBOW in practice.

7There was no need to use parallel data for these embeddings,
the reason for this was that we wanted the two sets of monolin-
gual embeddings to be comparable. The quality of all these sets of
embeddings could be improved by also adding additional mono-
lingual data.

8https://github.com/artetxem/vecmap.

embeddings is straightforward and a lot faster.9

7. Evaluating Word Embeddings
As a final step, we evaluate the different word embeddings
on a sentiment classification task. In this section, we de-
scribe the sentiment data, the architecture of our sentiment
classifier, and the results of the evaluation.

7.1. Sentiment Classification Task
We use the sentiment classification tweets-emotion corpus
(5,000 sentences) by Saputri et al. (2018)10. We use this
corpus because it contains Indonesian–English code-mixed
sentences.
For this study, the original code-mixed corpus which has
6 classes (anger, happiness, sadness, fear, love) were con-
verted into two polarities (positive and negative). Anger,
sadness, and fear were converted into negative, while hap-
piness and love were converted into positive. The reason for
converting the corpus into a binary sentiment task is that it
is very small and the classes for the six-way classification
had few training examples. The preparation of code-mixed
corpus is similar to the Indonesian Corpus. Sentences were
formalized, if needed, lower-cased, and tokenized.

7.2. Sentiment Classifier Architectures
Note that the purpose of this study is not to achieve state-
of-the-art on sentiment classification, but to compare word
embeddings. For that reason, we use a rather simple ar-
chitecture for classification. In preliminary experiments,
we also tried deeper architectures, but they tended to over-
fit since the data is quite small. To further highlight the
strength of each embedding type, the weights of word em-
beddings were purposely frozen, i.e. not updated, during
training.
The classifier architecture used is the Deep Averaging Net-
work architecture by Iyyer et al. (2015) as shown in Fig-
ure 2. Each word in the input sentence was converted into
its vector representation using word embeddings. Then,
from this word representation, a sentence representation
was created by averaging the representation of each word.
The sentence representation was then fed to multiple fully-
connected layers with ReLU activation followed by a soft-
max layer. A lambda layer was used to create sentence
representation. The implementation was done using Keras
framework.11 Cross-entropy was used as a loss function
with the Adam optimiser (lr=0.00003, β1=0.9, β2=0.999).
The training process was done for 20 epochs (the model
tends to overfit after 20 epochs) with 32 as batch size. Stan-
dard 10-fold cross-validation with a split of 90 percent for
the training set and 10 for test set split was used. We used
the F1-score as a metric.

7.3. Word Embedding Evaluation Result
Table 4 shows the scores using the different types of word
embeddings. The score is the mean and maximum of model

925 minutes compared to 6 hours on an 8 Intel Xeon processor
(E5620) with 4 cores @ 2.40Ghz with 192GB RAM

10https://github.com/meisaputri21/
Indonesian-Twitter-Emotion-Dataset.

11https://github.com/keras-team/keras

https://github.com/facebookresearch/fastText
https://github.com/facebookresearch/fastText
https://github.com/artetxem/vecmap
https://github.com/meisaputri21/Indonesian-Twitter-Emotion-Dataset
https://github.com/meisaputri21/Indonesian-Twitter-Emotion-Dataset
https://github.com/keras-team/keras
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Figure 2: Sentiment Classification Architecture using Deep
Averaging Network (Iyyer et al., 2015)

F1-score from each fold, accompanied by the standard de-
viation (STD). Code-mixed embeddings clearly give an ad-
vantage compared to using monolingual embeddings, with
an average improvement of 0.55% over Indonesian and
0.82% over English. It even gives slightly better results
than all of the cross-lingual embedding modes, which re-
quires more processing times and a bilingual lexicon (su-
pervised and semi-supervised). It is also worth noting that
the differences between the different types of initialization
for the cross-lingual embeddings are minor, showing no ad-
vantage of supervision over the unsupervised variants.
Analyzing the word embeddings, we find that the code-
mixed word embeddings have a somewhat higher number
of OOVs than the cross-lingual embeddings, see Table 5.
This is due both to missing English and Indonesian words,
which were on one side of the original corpus, but where
the English word was never chosen by the swap opera-
tion, or the Indonesian word was always swapped. We do
note that some words with mixed morphology are covered
in the code-mixed embeddings, such as ”drivernya“ (EN:
The driver) and ”viralkan“ (EN: make it viral). In this con-
text, we note that the code-mixed embeddings are actually
trained on less data since it is trained on the synthesized
Indonesian corpus of 9.4M sentences, whereas the cross-
lingual embeddings are trained on 9.4M sentences for each
Indonesian and English (18.8M sentences in total), which
contributes to this issue. This means that the competitive
results on the sentiment analysis task are not due to better
coverage of words. We think that the reason code-mixed
embeddings give a slightly better score than cross-lingual
methods, despite the slightly higher OOV rate and fewer
types, is because it has an inherent representation of how
both Indonesian and English words are related to each other
within the code-mixed context. This feature seems not to be
fully captured or replicated by cross-lingual methods.

8. Conclusion and Future work
In this study, we show that code-mixed embeddings are
competitive and even slightly better than both monolin-
gual and cross-lingual embeddings on a sentiment analy-
sis task of code-mixed Indonesian–English. A large code-

Result in percentage Mean (STD) Best
Baseline Embedding
1 English 62.60 (1.94) 64.77
2 Indonesia 62.87 (2.45) 64.77
Cross Lingual Embedding
3 Supervised 63.05 (1.60) 66.82
4 Semi-supervised 63.33 (1.49) 65.53
5 Identical 63.17 (1.84) 67.27
6 Unsupervised 63.33 (2.54) 66.36
Code-Mixed Embedding
7 Code-mixed 63.42 (1.65) 67.27

Table 4: List of sentiment classification cross-validation
score employing different embedding

Word Embedding OOV Type
Cross-Lingual 6,206 148,737
Code-Mixed 6,406 92,867

Table 5: Number of Out-of-Vocabulary (OOV) on word
embedding. The type is the number of distinct word repre-
sentation in the word embedding used in sentiment classifi-
cation

mixed corpus is needed to train these embeddings, but we
show that such a corpus can be synthesized based only on a
monolingual Indonesian corpus and a bilingual lexicon. We
design a simple method for synthesis, which is, however,
firmly grounded in both theory and a survey among speak-
ers across Indonesia. The synthesis resulted in 86% ac-
ceptable sentences, which we show was enough for training
competitive code-mixed embeddings. In this work, we only
explored one method for training word embeddings. We
think that it would be useful to explore other methods, as
well, in order to see how well they work for code-switched
data, and to evaluate the embeddings also on other tasks
than sentiment analysis. The synthesis method could also
be potentially improved in many ways, most importantly by
extending the matching from single words to multi-word
expressions. Other more resource-intensive options could
be to integrate spell checking or a POS-tagger into the syn-
thesis. We also want to further explore the impact of train-
ing set size for the different types of embeddings, which
might have given an unfair advantage of cross-lingual em-
beddings in our experiment.
We believe that code-mixed word embeddings have good
potential also for other NLP tasks that require cross-lingual
word embeddings. If we could use code-mixed word em-
beddings, the time and cost needed to be spent could be re-
duced, since code-mixed word embeddings do not require
a sentence-aligned corpus or the process to align monolin-
gual word embeddings. It does require either a large code-
mixed corpus, or a synthesized corpus, however, as we have
shown, good quality code-mixed embeddings can be had
also with a simple and resource-lean synthesis method. A
further potential advantage of code-mixed embeddings is
that they model code-mixed words in the context of both
languages, which might be advantageous.
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H. (2015). Deep unordered composition rivals syntac-
tic methods for text classification. In Proceedings of the
53rd Annual Meeting of the Association for Computa-
tional Linguistics and the 7th International Joint Confer-
ence on Natural Language Processing (Volume 1: Long
Papers), pages 1681–1691, Beijing, China, July. Associ-
ation for Computational Linguistics.

Joulin, A., Grave, E., Bojanowski, P., Douze, M., Jégou, H.,
and Mikolov, T. (2016). Fasttext. zip: Compressing text
classification models. arXiv preprint arXiv:1612.03651.

Koehn, P., Hoang, H., Birch, A., Callison-Burch, C., Fed-
erico, M., Bertoldi, N., Cowan, B., Shen, W., Moran,
C., Zens, R., et al. (2007). Moses: Open source toolkit
for statistical machine translation. In Proceedings of the
45th annual meeting of the association for computational
linguistics companion volume proceedings of the demo
and poster sessions, pages 177–180.

Kramarae, C. (1999). The language and nature of the in-
ternet: The meaning of global. New media & society,
1(1):47–53.

Kurniawan, B. (2016). Code-mixing on Facebook post-
ings by EFL students: A small scale study at an SMP
in Tangerang. Indonesian JELT, 11(2):169–180.

Landis, J. R. and Koch, G. G. (1977). The measurement
of observer agreement for categorical data. biometrics,
pages 159–174.

Lee, G., Yue, X., and Li, H. (2019). Linguistically mo-
tivated parallel data augmentation for code-switch lan-
guage modeling. In Twentieth Annual Conference of the
International Speech Communication Association (IN-
TERSPEECH), pages 3730–3734. International Speech
Communication Association.

Lison, P., Tiedemann, J., Kouylekov, M., et al. (2018).
OpenSubtitles2018. In Proceedings of the 11th Interna-
tional Conference on Language Resources and Evalua-
tion (LREC 2018). European Language Resources Asso-
ciation (ELRA).

Marzona, Y. (2017). The use of code mixing between
Indonesian and English in Indonesian advertisement of
Gadis. Jurnal Ilmiah Langue and Parole, 1(1):238–248.

Mikolov, T., Chen, K., Corrado, G., and Dean, J. (2013).
Efficient estimation of word representations in vector
space. arXiv preprint arXiv:1301.3781.

Myers-Scotton, C. (1997). Duelling languages: Grammat-
ical structure in codeswitching. Oxford University Press.

Poplack, S. (1980). Sometimes I’ll start a sentence in
Spanish y termino en espanol: toward a typology of
code-switching1. Linguistics, 18(7-8):581–618.

Poppi, F. (2014). Global interactions in English as a lin-
gua franca. how written communication is changing un-



35

der the influence of electronic media and new contexts of
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