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Abstract
Cultural heritage data plays a pivotal role in the understanding of human history and culture. A wealth of information is buried in
art-historic archives which can be extracted via digitization and analysis. This information can facilitate search and browsing, help art
historians to track the provenance of artworks and enable wider semantic text exploration for digital cultural resources. However, this
information is contained in images of artworks, as well as textual descriptions or annotations accompanied with the images. During the
digitization of such resources, the valuable associations between the images and texts are frequently lost. In this project description, we
propose an approach to retrieve the associations between images and texts for artworks from art-historic archives. To this end, we use
machine learning to generate text descriptions for the extracted images on the one hand, and to detect descriptive phrases and titles of
images from the text on the other hand. Finally, we use embeddings to align both, the descriptions and the images.
Keywords: cultural heritage, keyphrase identification, machine learning, natural language processing, computer vision

1. Introduction
In the age of big data, there is increasing attention on the
digitization of cultural heritage collections and their avail-
ability as digital libraries to aid wider access and explo-
ration of this previously opaque data. A number of mu-
seums, libraries, and other cultural institutions (e.g. Euro-
peana, Getty Research Institute, Wildenstein Plattner Insti-
tute, and the Rijks Museum1) have invested significant ef-
forts to digitize their collections consisting of old art books,
catalogues for art exhibitions and auctions, etc. Initiatives,
such as OpenGLAM2, promote collaboration among these
cultural institutions for research on shared resources.
The volume and heterogeneity of these digitized collections
necessitates automated analysis of this data. Modern data
science tools can assist in deriving insights from the im-
ages, as well as from the textual content of these collec-
tions. In addition to the actual content, cultural heritage
datasets, such as art-historic corpora, are often enriched
with meta-data that can provide useful information and con-
text for automatic tools. One example of meta-data is the
associations between the artwork images and the texts con-
tained in catalogues and books. Art-historic corpora con-
tain textual information in the form of captions of images
(often depicting the titles of artworks), as well as the de-
scription of artworks including their creator, year, and, in
case of auction catalogues, price information. During the
digitization step, images from physical pages are typically
scanned and the text is retrieved by means of Optical Char-
acter Recognition (OCR) technology. Although these tech-
niques have been fairly improved to minimize the error rate,
the information about the association between the images
of artworks and their corresponding text excerpts is not re-
tained. This is especially true when multiple images and
text excerpts are present on a single page. The availabil-

*both authors contributed equally
1www.europeana.eu, www.getty.edu/research,

wpi.art, www.rijksmuseum.nl
2openglam.org

ity of such associations between images and texts can help
with multimodal semantic analysis of artworks, wherein
important descriptive features can be identified from the
images, while the corresponding text might provide addi-
tional background information about the style and context
of the artwork and the artist. In some cases, the text can
also provide further evidence and confirmation for the fea-
tures inferred from the images, and vice versa. For exam-
ple, consider a case where image analysis correctly ascer-
tains that a particular painting depicts a house with moun-
tains in the background, and the associated text description
not only contains terms such as mountains and house but
also mentions that this painting is in landscape orientation,
then the painting can be categorized and tagged as such.
This meta-data derived from the associations between im-
ages and texts could be particularly useful in search and
exploration of lost artworks, where only a few indicators
about the sought-out artworks are known beforehand. An
art historian would greatly benefit from image-text associ-
ations while retrieving images of artworks from a database
by searching on the basis of a few keywords (style, motif,
orientation and other features) that can be found in the cor-
responding description texts.

The matching of images with texts can be done at various
levels of granularity based on the size of the data under
consideration. Each level poses different challenges and
demands unique techniques to achieve desired results. For
instance, multiple images on a single catalogue page have
a higher likelihood to belong to a common theme or topic.
Matching at this level requires techniques to differentiate
between similar images, as well as to extract the most dis-
tinctive keyphrases from the text descriptions. When the
task is scaled to a large corpus of multiple types of cata-
logue pages, the matching will need to be performed be-
tween a large number of possible pairs. To narrow down
the search space, the images could be classified on the ba-
sis of their art styles by identifying and leveraging common
themes in the corpus. This would be followed by matching
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on basis of differentiating characteristics as before.
In this work, we propose a generic framework to retrieve the
associations between images of artworks and texts from art-
historic archives by means of automated approaches. Due
to the multimodal nature of this task, our solution is com-
prised of a combination of techniques from computer vi-
sion, as well as natural language processing. While image
captioning techniques are employed to identify and tag the
images of artworks, Named Entity Recognition (NER) and
keyphrase identification techniques are used for the extrac-
tion of descriptive terms from the text excerpts. Lastly, to
establish the associations between the images and texts, we
perform the representation and alignment of the description
texts obtained from above techniques via embeddings.
This paper describes an ongoing project on multimodal
analysis of cultural heritage datasets. The project is a part
of a larger collaboration3 with the Wildenstein Plattner In-
stitute4 that was founded to promote scholarly research on
cultural heritage collections. The contributions of this pa-
per are : (1) Introduce the novel task of matching art-
work images to their text descriptions in art-historic cor-
pora. (2) Propose a framework to extract descriptive fea-
tures from images and texts of artworks and perform their
semantic alignment. (3) Identify evaluation methods for
measuring the performance of the framework.

2. Related Work
The multimodal nature of our proposed framework is
rooted in two different fields. The first field is text analytics
for automatic understanding of the semantics of extracted
texts. The second field is image analysis for the extraction
of the semantics of images. In this section, we present and
outline the relation of previous work that is related to the
analysis of cultural heritage data for each of the two fields.

2.1. Text Analytics
Analysis of cultural heritage data has been of active re-
search interest for the digital humanities where various
works have performed use case driven text analysis of dig-
itized art corpora. For example, there is existing work on
performing event extraction for historical events (Segers et
al., 2011) and finding parallel passages from cultural her-
itage archives (Harris et al., 2018). There have been several
attempts to create knowledge repositories in the form of
knowledge graphs and linked open data collections from art
data (Hyvönen and Rantala, 2019; Van Hooland and Ver-
borgh, 2014; Dijkshoorn et al., 2018; De Boer et al., 2012).
While these works lay emphasis on extracting facts and use-
ful information from the text, they do not necessarily iden-
tify the most representative terms and keyphrases from the
text. NER is a related task which has been performed for
the cultural heritage domain in several papers (Van Hooland
et al., 2013; Ehrmann et al., 2016; Jain and Krestel, 2019).
The challenges of this task in the context of noisy OCRed
datasets have been discussed previously (Rodriquez et al.,
2012) and (Kettunen and Ruokolainen, 2017). While we

3https://hpi.de/naumann/projects/
web-science/caart.html

4https://wpi.art/

also require techniques to handle noise in datasets as pro-
posed by these papers, this is not the primary focus of
our work. For our text analytics approach, we need to
broaden the scope beyond NER to identify the most impor-
tant phrases from the digitized texts that contain descrip-
tions of the artworks, which has not been addressed by any
previous work.

2.2. Image Analysis
Automatic image analysis in the domain of art-historical
research has been studied in several earlier research
works (Huang et al., 2018; Elgammal et al., 2018; Yang
et al., 2018; Thomas and Kovashka, 2019). One of the
greatest problems of automatic image analysis in the art do-
main is the availability of suitable training data (Huang et
al., 2018; Elgammal et al., 2018; Thomas and Kovashka,
2019). Methods in related work rely on fine-tuning image
classification models, pre-trained on photographs, to over-
come the problem of the non-availability of training data.
Using such pre-trained models often leads to the problem
of domain-adaptation, which arises because available mod-
els are pre-trained on photos and not on images of artworks.
Thomas and Kovashka (Thomas and Kovashka, 2019) pro-
pose to use methods of neural style transfer (Gatys et al.,
2015) to generate a sufficient amount of training data, based
on photographs and a set of artworks that are used as base-
line style images. All in all, related methods mainly con-
centrate on the problem of image classification (Thomas
and Kovashka, 2019), style, genre, and artist classifica-
tion (Huang et al., 2018; Elgammal et al., 2018; Lecoutre
et al., 2017), or time period and type classification (Yang et
al., 2018). So far, there has been no work on performing
automatic image captioning for artworks, which is one of
the focus points of our work.

2.3. Combination of Text Analysis and Image
Analysis

A natural idea is to embed the features extracted from both
modalities into a common semantic subspace (Kiros et al.,
2014; Liu et al., 2019), where a model is learned, that em-
beds text and image features in a shared high dimensional
embedding space. The goal of the embedding is to bring the
concepts, obtained from text and image analysis that have
the same meaning, as close to each other as possible. In our
work, we want to follow this basic embedding approach
and use the combined information from text analysis mod-
els and image analysis models for the matching of an image
to its corresponding text in art-historic corpora.

3. Matching Paintings and Descriptions
In this section, we discuss our proposed framework for per-
forming the matching of artwork images to associated texts
and describe the different components in detail. We envi-
sion to create an automated pipeline that takes the raw scan
of a page of any catalogue or book as input and performs
several operations on it: (1) Text is localized and recog-
nized using off-the-shelf OCR software. (2) The text anal-
ysis component extracts the most representative terms with
help of NER and keyphrase identification. (3) In parallel,
images on each page are localized and the image analysis

https://hpi.de/naumann/projects/web-science/caart.html
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Figure 1: Overview of proposed framework

component extracts semantic meta-data from each image.
(4) In the semantic alignment component, the results of step
(1) and step (2) are embedded into a shared space and are
used for matching and linking of the images to texts. Fig-
ure 1 provides a structural overview of the proposed frame-
work. In the remainder of this section, we will explain the
challenges and possible approaches towards a solution for
each of the sub-tasks, namely text analysis, image analysis
and semantic alignment of text and images.

3.1. Text Analysis
An intuitive way to match an image in an art catalogue with
its description is via the title of the artwork. Assuming
that the description of any given artwork will include the
title, a human would be able to identify the relevant im-
age on the page by matching the title with the caption of
the image. Since any caption text associated with the im-
ages (including their titles) is usually not available after the
digitization process, the matching for digitized datasets has
to be performed solely on the basis of the features or tags
that are extracted from the images. However, matching on
the basis of titles alone is still not a viable approach due to
several reasons. Firstly, as discussed in (Jain and Krestel,
2019), the identification of titles of artworks in textual de-
scriptions is itself a non-trivial task and shows sub-optimal
performance with existing NER tools. Secondly, even for
a scenario where the titles are correctly identified from the
text descriptions, they are not always sufficiently represen-
tative of the artworks. An example would be modern art
paintings where the titles may not be descriptive of the mo-
tif in the painting and thus not helpful for matching. Titles
are also not useful in the case of old portrait paintings where
it is difficult to uniquely identify an image from the name of
the depicted person (which is also the title in most cases).
This illustrates that titles of artworks might not necessarily
contain the required semantic information for the matching
of texts with artwork images. As our approach relies on se-
mantic alignment for the matching, it is important to focus
on identifying the most salient parts of the description of
paintings in the text.
To this end, there are two methods we would like to inves-
tigate. The first is to look at keyphrase extraction, which
identifies and extracts the most representative phrases from
a document. Supervised approaches for keyphrase identifi-
cation are popular (Jiang et al., 2009), however they need

annotated training data which is tricky to generate for art
datasets. Owing to the subjective nature of the domain, a
gold standard training dataset is difficult to obtain due to
lack of agreement by non-expert annotators. Therefore, in
this work, we would like to turn to unsupervised keyphrase
extraction techniques (Hasan and Ng, 2010; Mihalcea and
Tarau, 2004) where the task is performed with help of se-
mantic relatedness. Further, to fine-tune this task for the
art domain, we want to pursue domain-specific keyphrase
extraction techniques (Wu et al., 2005; Hulth et al., 2001).
The second method is to directly embed the text in the se-
mantic space. For this approach, we would need to perform
the segmentation of the text excerpts, followed by identifi-
cation of the relevant segments that contain descriptions of
the artwork images. This is important particularly for art
books where the texts include discussions not only about
artworks, but also about the artists, art styles, etc.

3.2. Image Analysis
In order to analyze the semantic content of digitized im-
ages, we plan to use modern computer vision methods
based on deep learning. Computer vision tasks which are
very close to the tasks that we want to perform, are auto-
matic image classification (Krizhevsky et al., 2012), image
captioning (Xu et al., 2015), i.e. the generation of textual
desciptions of depicted content, and object detection (Ren
et al., 2015). All of these methods extract semantic infor-
mation from images and have been shown to work very well
on photographs. The most challenging problem in working
with images of artworks is that photographs have a very
different underlying data distribution than images of art-
works, especially paintings. This makes it necessary to
train machine learning models directly on images of art-
works. However, large-scale annotated training data sets
with artworks are not available.
There exist some datasets that contain artworks and annota-
tions (e.g. art style), such as the WiKiArt database5, or the
OmniArt dataset (Strezoski and Worring, 2018). However,
none of these datasets can be used for image classification
or automatic image captioning, since they lack the annota-
tions required for these tasks. We can, however, make use
of photographies and their annotations, which are available
in large-scale datasets.

5https://www.wikiart.org
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To this end, we want to follow (Thomas and Kovashka,
2019) and use methods of neural style transfer (Gatys et
al., 2015; Yao et al., 2019) to create new large-scale art
centered datasets for image classification, image caption-
ing, and object recognition on artworks. For image classi-
fication, we want to use the ImageNet dataset (Deng et al.,
2009) and create a new ArtImageNet dataset that we will
use as a base model in a subsequent step to train an image
classification model. For image captioning and object de-
tection, we want to use the COCO dataset (Lin et al., 2014)
and fine-tune the image classification model that we created
earlier for each of these tasks. For creating the artistic ver-
sions of the photographs from each dataset, we want use the
WikiArt or the OmniArt dataset, as artistic style images.

3.3. Semantic Alignment
After performing the extraction of meaningful features
from textual data and image data in parallel, the next step
is to find ways of aligning the extracted information and
match an image to its accompanying text. For this, we
want to embed the output from the text analysis and image
analysis component in a common semantic space (i.e via
word embeddings), where we can represent similar con-
cepts close to each other and thereby find text and image
pairs that might be a good match. Another idea, is to use
the feature vectors created by the image analysis methods
and train a further model to embed them into the same se-
mantic space as the word embeddings of the relevant texts
and phrases. Such an alignment in a common semantic sub-
space will allow us to perform image retrieval for a given
text query and also text retrieval for a given query image.

4. Evaluation Methods
In this section, we address the question of the evaluation
of the proposed framework. This question can be divided
into three parts: 1) How to evaluate the proposed text anal-
ysis methods regarding their adjustments to fit the chal-
lenges of extracting relevant information from art-historic
archives. 2) How to evaluate the proposed image analysis
methods in the context of art analysis, since state-of-the-art
image analysis methods are mainly trained on photographs,
which are quite different from artworks. 3) How to evaluate
the framework that performs the alignment of the informa-
tion from the text and image analysis components to enable
matching of images with their textual descriptions.

Evaluation of Text Analysis. As discussed in Sec-
tion 3.1., the availability of annotated datasets for training
and evaluation is a major bottleneck for evaluating semantic
representations, especially in the art domain. For this, we
plan to enlist the help of domain experts for the creation of
a smaller gold standard test dataset that will include annota-
tions for the most important textual segments or keyphrases
for identifying the corresponding images. The performance
of our text analytics approaches can then be measured by
comparing the results with the gold standard annotations in
terms of precision and recall.

Evaluation of Image Analysis. The most important as-
pect in evaluating the image analysis methods is how well
they can be adapted to work on images of art, despite hav-
ing only a very small amount of annotated real training

data available. Though there are datasets available, e.g.
provided by Europeana6, their annotations do not follow a
common scheme which limits their utility for our purpose.
As we propose in Section 3.2., we want to use methods of
neural style transfer to create a sufficient amount of training
data. On the one hand, we want to focus on the plain nu-
merical evaluation of these models, using well known eval-
uation metrics, like classification accuracy for image classi-
fication, precision, recall and f-measure, as well as average
precision for object detection, and metrics for image cap-
tioning evaluation, e.g. BLEU-score (Papineni et al., 2002),
METEOR (Banerjee and Lavie, 2005), CIDEr (Vedantam
et al., 2015), ROUGE (Lin, 2004), SPICE (Anderson et
al., 2016), BERTScore (Zhang et al., 2019), or Mover-
Score (Zhao et al., 2019). On the other hand, we are in-
terested in evaluating the influence of different base models
that are used to create our image captioning for art, or object
detection models. Here, we want to compare a standard Im-
ageNet model with a model created with our ArtImageNet
dataset. We want to use this to examine whether automatic
methods can successfully be used to generate novel anno-
tated data, based on already available data.

Evaluation of Text and Image Alignment. The task of
matching a given text to an image in an art catalogue can be
cast as a retrieval task. This retrieval task consists of two as-
pects. The first aspect is to retrieve an image, given a textual
description and the second is to retrieve a textual descrip-
tion, given an input image. We can use standard image re-
trieval evaluation methods, also used in related work (Kiros
et al., 2014; Liu et al., 2019), such as recall at k (R@K), for
the evaluation. Here, we are interested in different values of
K based on the granularity of the current search. If we only
consider a single page with text and several images, we are
interested in the recall at K = 1, whereas if we want to
retrieve an image to a given text over an entire catalogue,
we are interested in the performance at higher values of K.
Since the problem of extracting images and their textual
descriptions from art-historic archives has not been stud-
ied before, there are no evaluation datasets available. For
the evaluation of our method, it will be important to create
an evaluation dataset with help from domain experts that
includes different levels of granularity, for measuring the
performance of this kind of retrieval task.

5. Conclusion
In this paper, we present the description of a project that
deals with the novel task of matching artwork images
to their corresponding text descriptions in digitized art-
historic corpora. We provide an overview of the related
work and challenges in this domain and describe a possible
framework to tackle the problem of image and text align-
ment. Furthermore, we give an overview of the possible
evaluation methods that we want to use for evaluating each
component as well as the overall performance of our pro-
posed framework.
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