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Abstract
We propose ThaiLMCut, a semi-supervised approach for Thai word segmentation which utilizes a bi-directional character language
model (LM) as a way to leverage useful linguistic knowledge from unlabeled data. After the language model is trained on substantial
unlabeled corpora, the weights of its embedding and recurrent layers are transferred to a supervised word segmentation model which
continues fine-tuning them on a word segmentation task. Our experimental results demonstrate that applying the LM always leads to a
performance gain, especially when the amount of labeled data is small. In such cases, the F1 Score increased by up to 2.02%. Even on a
big labeled dataset, a small improvement gain can still be obtained. The approach has also shown to be very beneficial for out-of-domain
settings with a gain in F1 Score of up to 3.13%. Finally, we show that ThaiLMCut can outperform other open source state-of-the-art
models achieving an F1 Score of 98.78% on the standard benchmark, InterBEST2009.

Keywords:word segmentation, Thai word segmentation, Thai tokenizer, semi-supervised, character language model, pretrained
language model

1. Introduction
Word segmentation or tokenization is the task of splitting

texts into word units. It is an important building block
for many Natural Language Processing (NLP) tasks such
as Text Classification, Named Entity Recognition (NER),
and Machine Translation. Incorrect tokenization leads to
misinterpretation of the input text which could potentially
affect the performance of the downstream tasks. Tokenizing
Thai text is especially difficult because words are written
continuously without word delimiters. Spaces can be used
in most cases to identify word boundaries in e.g. English or
German texts, but this is not the case for Thai and some other
Asian languages like Chinese, Japanese, or Vietnamese.
In Thai, spaces are used to separate sentences. However,
they are used for other purposes as well, such as separating
phrases, clauses, and listed items. In practice, the use of
spaces in Thai is rather arbitrary due to the nature of the
Thai language which allows for a lot of flexibility.

State-of-the-art supervised word segmentation systems
for Thai report reaching a performance between 97% and
99% F1 Score (Nararatwong et al., 2018; Jousimo et al.,
2017; Kittinaradorn et al., 2019; Phuriphatwatthana, 2017;
Kongyoung et al., 2015). However, some studies suggest
these models might not be able to handle non-standard texts
efficiently. Ronran et al. (2016) found that the Thai Lexeme
Analyser (TLex) (Haruechaiyasak and Kongyoung, 2009), a
tokenizer based onConditionalRandomFields (CRFs) (Laf-

ferty et al., 2001), was not able to properly segment Twitter1

posts. Lertpiya et al. (2018) revealed that Sertis (Jousimo
et al., 2017), a model based on a bi-directional Recurrent
Neural Network (RNN) (Rumelhart et al., 1986), performed
significantly worse when tested on user-generated web con-
tent from the finance domain: the F1 Score of 99.18% from
the evaluation on the standard benchmark dropped to 88.2%.

This is not surprising, because these models are trained
on a corpus which is very different from user-generated
data. Unlike Thai standard corpora, user-generated web
content commonly contains misspellings, slang words, key-
word tags, and abbreviations. Due to the large number of un-
known words during test time (out-of-vocabulary), the per-
formance drops accordingly. InterBEST2009 (Kosawat et
al., 2009) and ORCHID (Sornlertlamvanich et al., 2000) are
two publicly available corpora for Thai word segmentation
that are used for training most of supervised learning-based
models. ORCHID is a small corpus for Part-of-Speech
(POS) tagging created from a collection of technical pa-
pers. InterBEST2009 consists of about five million words
from four domains: novel, article, news, and encyclopedia.
These corpora are quite limited in domain variety.

Since the performance of neural models based on su-
pervised learning relies a lot on labeled data, the lack of
domain variety of annotated corpora could lead to poor seg-
mentation performance in some scenarios. This limits the

1 twitter.com
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possibility to exploit and process textual data from sources
such as online web content which has become very impor-
tant nowadays, especially in the business sector.

To address this problem, ideally, the corpus needs to be
extended to cover the target domain. However, this usu-
ally comes with high costs and requires time, so it is often
not feasible. An alternative approach is to integrate unsu-
pervised learning into a supervised system. Unsupervised
learning allows making use of plenty of raw unlabeled data
without the expensive cost of manual annotation.

In this paper, we propose using unsupervised pretrained
character representations from a bi-directional Language
Model (LM) in order to improve a supervised word seg-
mentation system. We call our model ThaiLMCut which
stands for Thai Language Model Cut. Our contributions are
as follows:

• We show that our semi-supervised approach without
any complex fine-tuning methods can boost word seg-
mentation performance in general, and especiallywhen
the amount of labeled data is limited

• We show that our approach can enhance the segmen-
tation performance in an out-of-domain scenario

• We provide an implementation of ThaiLMCut as a
publicly available word segmentation library2

2. Related Work
2.1. Thai Word Segmentation

For over 30 years, researchers have been actively work-
ing on solving the word segmentation problem for Thai.
Early works used dictionary based methods where a given
text is segmented according to words that are defined in
dictionaries. In the presence of multiple segmentation
choices, a method for selecting the best one needs to be
applied. Two classical algorithms to choose the best seg-
mentation are Longest Matching (Poowarawan, 1986) and
Maximal Matching (Sornlertlamvanich, 1993). Since dic-
tionary based approaches segment ambiguities according to
static predefined rules without considering the context of the
word, they cannot handle unknown words and ambiguities
efficiently.

Later, many statistical models using supervised machine
learning were developed to overcome the drawbacks of dic-
tionary based approaches. Such statistical approaches in-
clude: Decision Trees, Naive Bayes, Support Vector Ma-
chines (Haruechaiyasak et al., 2008), TrigramMarkovMod-
els (Kawtrakul and Thumkanon, 1997), and feature based
models using feature extraction algorithms (Meknavin et

2 https://github.com/meanna/ThaiLMCUT

al., 1997). Kruengkrai et al. (2009) also proposed a model
based on word and character clustering. Regarding meth-
ods using machine learning, models based on Conditional
Random Fields (CRFs) have proven to be among the most
popular and suitable models for this task (Kruengkrai et al.,
2006; Haruechaiyasak and Kongyoung, 2009; Kongyoung
et al., 2015; Nararatwong et al., 2018).

Haruechaiyasak and Kongyoung (2009) have shown that
the lexical property of Thai characters provides effective
information for identifying the word boundaries. They in-
troduced the Thai character type feature set for CRF-based
models. The feature set categorizes characters in ten groups
based on their lexical functions. For example, some char-
acters can only be present at the beginning of a word, some
cannot be at theword ending, and some cannot appear alone.
This information has shown to increase the model perfor-
mance and thus is often exploited in later works as well
(Kongyoung et al., 2015; Nararatwong et al., 2018). A
combination of a CRF based model and dictionaries pro-
posed by Kongyoung et al. (2015) has shown to achieve a
relatively high F1 Score of 97.50%. While the most com-
monly used evaluation corpus InterBEST2009 is defined so
that compound words are split into smallest word units, the
work from Nararatwong et al. (2018) aimed to keep com-
pound words as one unit. They developed a compound word
merging algorithm that operates on top of a CRF-based to-
kenizer. The model without the compound word merging
extension reported a very high segmentation performance
with about 99% F1 Score on InterBEST2009.

In recent years, models based on neural networks also
have achieved remarkably accurate segmentation. A num-
ber of open source libraries for word segmentation have
been developed. Deepcut (Kittinaradorn et al., 2019) is a
popular word segmentation tool, which is based on Convo-
lutional Neural Networks (CNNs) (Krizhevsky et al., 2012)
and Thai character type features. It reported an F1 Score
of 98.18% on InterBEST2009. The Attacut model (Chor-
mai et al., 2019), motivated by Deepcut, was designed to
speed up the tokenization process while still maintaining a
reasonable performance. Sertis (Jousimo et al., 2017), a
neural network model based on bi-directional Gated Recur-
rent Units (GRUs) (Cho et al., 2014), claimed to yield an
F1 Score of 99.18%. SynThai (Phuriphatwatthana, 2017)
is a word segmentation and POS tagging model based on
a multi-layer bi-directional Long Short-Term Memory (Bi-
LSTM) (Schuster and Paliwal, 1997). Boonkwan and Sup-
nithi (2017) suggested that word segmentation should be
trained in combination with POS tagging. They proposed a
model based on a bi-directional LSTMwhich adopted char-
acter embeddings to deal with unknownwords. Lapjaturapit
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et al. (2018) introduced multi-candidate word segmenta-
tion using bi-directional LSTM together with character and
character cluster embeddings which should help identify
prefixes and suffixes of words. Their multi-candidate model
can yield a very high recall, however, precision drops with
increasing number of segmentation candidates.

A few works also focused on improving word segmenta-
tion for content from social networks. Ronran et al. (2016)
developed a method to optimize segmentation results for
Twitter data by exploiting local context from Twitter and
global context from Thai Wikipedia3. They reached an
F1 Score of 64.90% on a small manually annotated cor-
pus. Beside misspellings and slang, texts from social net-
works can often contain words with intentionally repeated
characters like “มากกกกกกก" (equivalent to “a lottttttt"
in English), which is difficult to segment properly using a
general tokenizer. To handle such cases, Haruechaiyasak
and Kongthon (2013) proposed a dictionary based system
with a rule based extension to merge and remove repeated
characters. This method, however, still does not solve the
out-of-vocabulary and misspelling problems.

Concerning the semi-supervised approaches, Fujii et al.
(2017) have proposed a hybrid model which is a combi-
nation of CRFs and a non-parametric Bayesian unsuper-
visedmodel for word segmentationwhich utilizes the nested
Pitman-Yor language modeling (Mochihashi et al., 2009).
The model reached 95.4% F1 Score on the novel domain.

2.2. Transfer Learning
Transfer Learning (Pan and Yang, 2010) is a technique of

exploiting knowledge learned from a task to use in another
similar task. It allows the target task to save training time and
resource costs. The technique is widely used in computer
vision (Deng et al., 2009; Tausczik and Pennebaker, 2010;
Antol et al., 2015) and has gained a lot of interest in NLP
as well.

Word embeddings (Mikolov et al., 2013b; Mikolov et
al., 2013a; Pennington et al., 2014) are an example of a
successful application of transfer learning in NLP. Word
embeddings are word representations that encode semantic
information about words. They are typically applied as a
lookup table in the first layer of a neural network that maps
a given word to its corresponding representation. Utilizing
word embeddings has shown to improve the performance
of various NLP tasks including Question Answering (Zhou
et al., 2016), Sentiment Analysis (Yu et al., 2018), Depen-
dency Parsing (Chen et al., 2015) and Machine Translation
(Zhou et al., 2016; Zhang et al., 2017; Chen et al., 2018).
Word embeddings can be trained from large unlabeled cor-

3 th.wikipedia.org

pora usingmethods likeContinuousBag ofWords (CBOW),
Skip-Gram (Mikolov et al., 2013a), co-occurrence counts
(Pennington et al., 2014), and by training a neural language
model (Bengio et al., 2003). A drawback of traditional word
embeddings is that each word in the vocabulary is typically
assigned one explicit representation, while in fact, many
words are ambiguous and can have more than one meaning
depending on the context.

Recently, many studies have focused on developing word
representations which are more context sensitive, for in-
stance embeddings from BERT (Devlin et al., 2019), ULM-
fit (Howard and Ruder, 2018), and ELMo (Peters et al.,
2018). These representations are even richer than the tra-
ditional word embeddings, since the models also consider
the context in which the word appears before assigning the
representation. Instead of applying the learned knowledge
to only the first layer of the model like in the traditional
word embeddings approach, ULMfit transfers both weights
of the embedding layer and the recurrent layer of the pre-
trained LM to the downstream model. This method has
shown to be a great performance boost for text classifica-
tion. The authors also suggested a few fine-tuning methods
to adapt the pretrained LM to downstream tasks including
discriminative fine-tuning, slanted triangular learning rates,
and gradual unfreezing.

Our approach is similar to ULMfit in the sense that we
transferweights fromboth sources, that is, from embeddings
and from all recurrent layers of the pretrained LM to the
word segmentation model. Since developing a fine-tuning
method is not the main focus of this study, we prefer to leave
this aspect to future work.

2.3. Language Models
A language model computes the probability distri-

bution over a sequence of tokens. Given a sequence
T = t1, t2, t3, ..., tn, a language model estimates the prob-
ability

P (T ) = P (t1, t2, t3, ..., tn)

where the token t could be a word or a character.
The joint probability can be formulated as products of

the conditional probability of each word given its previous
context using the chain rule:

P (T ) =

n∏
i=1

P (ti|t1, t2..., ti−1)

LMs are important components in many NLP applica-
tions such as Speech Recognition, Machine Translation,
Text Generation, and Spelling Correction. In recent years,
pretrained word representations from recurrent neural LMs
have gained increased interest from the research community
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due to their ability to improve the performance of various
downstream tasks (Peters et al., 2018; Howard and Ruder,
2018; Devlin et al., 2019). A recurrent neural LM esti-
mates the sequence’s probability distribution by predicting
the next word for eachword in a sequence. While word-level
LMs can capture syntactic and semantic features of words,
character-level LMs are used for extracting sub-word in-
formation and improving word level representations (Kim
et al., 2016; Bojanowski et al., 2015; Gerz et al., 2018;
Verwimp et al., 2017; Peters et al., 2018).

The work from Hahn and Baroni (2019) revealed that
the hidden states of a recurrent neural character LM that
has been trained on unsegmented English corpora encode
information that can help identify word boundaries. Our
approach is motivated by the idea that integrating such in-
formation into a word segmentation system could increase
its performance.

2.4. Bi-directional LSTM

Due to the ability to capture information in long se-
quences from both forward and backward directions, Bi-
LSTMs have been applied and achieved great success in
various sequence labeling tasks including POS tagging,
chunking, NER (Huang et al., 2015; Alzboun et al., 2018),
and also word segmentation (Yao and Huang, 2016; Ma et
al., 2018; Jousimo et al., 2017; Phuriphatwatthana, 2017).
Recently, Ma et al. (2018) showed that their Bi-LSTM
model for Chinese word segmentation outperformed other
more complex models on various benchmarks. The model
applies pretrained character and bigram embeddings to the
first layer of the network. For Thaiword segmentation, mod-
els based on Bi-LSTM have also reported highly accurate
results (Jousimo et al., 2017; Phuriphatwatthana, 2017).

Bi-directional information is also an important compo-
nent of modern contextual pretrained word representation
models including BERT, ELMo, and ULMfit. Forward
and backward information helps the model learn context-
sensitive representation by taking the whole sequence into
consideration. Peters et al. (2017) proposed a pretrained
bi-directional LM for sequence tagging. The model uses
the concatenation of separate forward and backward unidi-
rectional LSTMs. Both LSTMs are trained separately with
no shared parameters unlike in the traditional architecture
proposed by Schuster and Paliwal (1997).

ELMo learns deep contextualized word representations
from a bi-directional LM and uses all its layers in predic-
tion. It uses a similar structure of Bi-LSTM as the one
outlined by Peters et al. (2017), but shares some weights
between directions instead of using completely independent
parameters. Howard and Ruder (2018) showed that using a

regular Bi-LSTM for pretrained LM in ULMfit model can
also yield a performance boost for text classification.

Sachan et al. (2017) demonstrated that the pretrained
LM based on a regular Bi-LSTM can outperform forward or
backward only models in biomedical NER. Their language
model also leads to faster convergence and requires fewer
labeled examples during fine-tuning. They pretrained a Bi-
LSTM LM on unlabeled data then transferred its weights
to a NER model which has the same architecture. Our
approach is based on a similar idea.

Motivated by the success of pretrained word-level bi-
directional language models and the findings in the work of
Hahn and Baroni (2019) regarding the presence of useful
information about word boundaries in a recurrent character
LM, our work investigates the potential of using a pretrained
bi-directional character LM in order to improve word seg-
mentation performance. We demonstrate that a pretrained
character LM based on a Bi-LSTM architecture without any
sophisticated fine-tuningmethods can yield an improvement
on the task of Thai word segmentation.

3. Datasets and Experimental Setup
3.1. Datasets

To train the language model we mainly used unlabeled
data from hotel reviews and also some data from In-
terBEST2009 depending on the experiments. For training
and evaluating the word segmentation model, we use In-
terBEST2009.

TrustYou hotel reviews4 dataset consists of 1,715,630
user reviews (approximately 218,196,000 Thai characters)
from hotel review websites such as Agoda5, Booking6, Tri-
pAdvisor7, etc. Foreign words, informal expressions, mis-
spellings, transliterations, and informal Internet abbrevia-
tions are commonly found in the reviews. We preprocess
the corpus by removing non-Thai characters, digits, special
characters, and spaces. The resulting corpus contains only
Thai characters without spaces.

InterBEST2009 is a tagged corpus for word segmen-
tation, created by the National Electronics and Computer
Technology Center (NECTEC)8 for the purpose of the Thai
Word Segmentation Software Contest competition in 2009
(Kosawat et al., 2009). The corpus consists of 4,678,998
words (58,113,858 Thai characters) from four domains in-
cluding news, novels, encyclopedia, and academic articles.
We will refer to them as news, novel, encyclopedia, and

4 www.trustyou.com
5 www.agoda.com
6 www.booking.com
7 www.tripadvisor.com
8 www.nectec.or.th/en/
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Figure 1: The architecture of the character language model

article, respectively. InterBEST2009 is the single bench-
mark for Thai word segmentation that is publicly available.
The corpus is annotated with word boundary markers. Ab-
breviations, named entities, and poems are annotated using
special tags. These tags are first removed, as are full stops
that appear in the abbreviations. Named entities contain-
ing multiples words could cause inconsistency in the cor-
pus. For example, “แม่น้ำ เจ้าพระยา” (River Chaopraya)
is grouped as one named entity, while the word “แม่น้ำ”
(river) is treated in general as an individual word. However,
since named entities are important and appear often, we
keep them in our corpus. On the other hand, a poem tag can
cover multiple lines of a poem which were not annotated
with boundary markers. Since poems do not contribute to
the learning of the model, we remove all of them. After this
step, we process the corpus the same way as the TrustYou
corpus. The resulting corpus is then composed of only Thai
characters without spaces.

3.2. Experimental Model Setup
In this section we describe the structure of our character

language model and the word segmentation model together
with their training and parameter settings.

3.2.1. Character Language Model
The first layer of the model is an embedding layer, fol-

lowed by three Bi-LSTM layers, a linear fully connected
output layer and a softmax activation function. Negative
log-likelihood loss on the development set and Adam op-
timizer (Kingma and Ba, 2015) are used to optimize the
model parameters.

We also applied dropout (Srivastava et al., 2014) at the
embedding layer to prevent over-fitting and gradient clipping
(Pascanu et al., 2013) to prevent the problem of vanishing

Figure 2: The architecture of the word segmentation
model. The highlighted layers are the transferred

parameters.

gradients in the Bi-LSTM components.
Model parameters. The dataset for training the lan-

guage model varies in each experiment. However, all LMs
use the same hyperparameters. The embedding layer di-
mension is set to 200. The dimension of the hidden layer
is 500. The learning rate of the Adam optimizer is 0.0001.
Batch size and the sequence length are 60 and 100 charac-
ters respectively. This sequence length covers an average
sentence length in Thai. Dropout is set to 0.01 and gradient
clipping to 0.5.

3.2.2. Word Segmentation Model
Similar to other neural network-basedword segmentation

models, we formulate the task as a sequence labeling prob-
lem. For each character in a given input sequence, our word
segmentation model learns to predict whether the charac-
ter is a word boundary or not. The character is tagged with
digit 1 for being a word boundary and digit 0 otherwise. The
lower layers of the word segmentation model, including the
embedding and the bi-LSTM layers, have the same structure
as the language model. This allows to transfer weights from
the pretrained LM to the model and later to fine-tune them
for the word segmentation task. After a fully connected out-
put layer, a softmax function classifies each character input
into two classes (1 or 0). The model is trained to minimize
the cross-entropy loss on the development set. Same as the
LM, the word segmentation model also applies Adam opti-
mizer, dropout, and gradient clipping. We apply the same
hyperparameters as in the language model throughout all
experiments, including the learning rate of 0.0001 which
has shown to work well for the task.
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3.3. Evaluation Metrics
To evaluate the word segmentation model, we report pre-

cision, recall, and F1 Score at the boundary-level, which is
defined as follows:

Precision =
# correctly predicted word boundaries

# characters predicted as word boundaries

Recall =
# correctly predicted word boundaries

# real word boundaries

F1 = 2 × precision × recall
precision + recall

3.4. Impact on Training Data Sizes
Using pretrained representations has shown to be most

beneficial when the amount of training data for the target
task is small (Gururangan et al., 2019; Peters et al., 2017).
In this experiment, we aim to answer how much impact
the pretrained language model has on a word segmentation
model which is trained on different dataset sizes.

To train and evaluate the tokenizer, we randomly split the
InterBEST2009 corpus into 80% as the training set, 10% as
the development set, and 10% as the test set. For the LM
training, we combine the TrustYou corpus with all the data
from InterBEST2009 except the 10% test portion. After
merging and shuffling these two corpora, 90% of the result-
ing dataset are used as the training set and the remaining
10% as the development set to optimize the language model
parameters.

After training the LM for 20 epochs, we transfer its
weights and parameters to the word segmentation model,
and train it until the error rate on the development set starts
increasing (early stopping). In order to see the impact of
the pretrained LM, we trained another word segmentation
model whose weights are randomly initialized. We do the
same experiment on the word segmentation models whose
training data is reduced to 40%, 20%, 10% and 5% of the
full dataset. To allow a fair comparison, the development
and test portion, as well as hyperparameters and stopping
strategy, are the same in all models.

3.5. Impact on Out-of-Domain Setting
In a real-world application, there will not always be an-

notated data available for the domain of interest and it might
be difficult to create a new corpus for this specific domain.
In this experiment, we try to find out whether our approach
could improve the segmentation performancewhen theword
segmentation model is trained on a different domain than
the target domain.

To investigate this, we train a word segmentation model
on each domain of InterBEST2009 and test the model on the
other 3 domains. For example, we would use news domain

for the training and evaluate the model on novel, article, and
encyclopedia. Similar to the previous experiment, for each
combination, we train a new languagemodel using TrustYou
corpus and InterBEST2009 without the test domain. If the
representations learned from the language model lead to
an improvement in word segmentation, it suggests that we
might not need to retrain the LM on the target domain every
time we deal with a new specific domain.

3.6. Final Model
This experiment compares the performance of our best

model with other existing models. As a baseline, we
use the Maximum Matching (Newmm) algorithm from the
PyThaiNLP9 library. It first generates all possible segmen-
tation candidates using dictionaries, then selects the one
that contains the fewest words. We also compare our model
with three neural network-based models that reported high
performance, Deepcut, Sertis, and Attacut. They are all
trained on InterBEST2009 using the same (but not identi-
cal) partitioning of the dataset as us. We evaluate all models
on the same 10% test portion from InterBEST2009 (the test
set also used in section 3.4.).

4. Result and Analysis
4.1. Result: Impact on Training Data Sizes

Table 1 shows the comparison of word segmentation
models with and without the use of the pretrained language
model on different sizes of training data. In all cases, F1
Score has shown to increase to different extents when us-
ing the LM. We observe a trend that the performance gain
becomes smaller with the increase in the training data size.

On 5% training data, adding the LMhas shown the largest
gain with the increase in F1 Score of 2.02%. On 10%
training data, F1 Score increases by 1.25%, and on 20%
training data by 0.65%. The performance gain becomes
much smaller on 40% training set with 0.45% improvement
in F1 Score and even smaller on the full training set (80%
training data) with 0.15% improvement gain. Here, we
observe that the performance of the model without the LM
is already quite high with an F1 Score of 98.63% which was
further boosted to 98.78% when integrating the pretrained
LM.

Adding the language model in a word segmentation
model has shown to be the most impactful when the training
data is of limited amount. In the case of 5%, 10%, 20%
setting, the models that utilize the language model can get
even better performance than those trained on twice asmuch
training data. A very high F1 Score in the original model
without the pretrained LM also confirms that Bi-LSTM is a

9 pypi.org/project/pythainlp/
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Labeled
data

Model WS Model WS+LM Gain
in F1

P R F1 P R F1
5% 94.68 95.89 95.26 96.93 97.63 97.28 2.02
10% 96.69 95.95 96.32 97.70 97.43 97.57 1.25
20% 96.69 98.30 97.49 97.85 98.43 98.14 0.65
40% 98.00 98.03 98.01 98.31 98.60 98.46 0.45
80% 98.24 99.03 98.63 98.73 98.85 98.78 0.15

Table 1: Comparison of the WS model with weight transferring
from the pre-trained LM, and the one without the LM on different

sizes of training data

Model P R F1
Newmm 93.13 81.77 87.08
Sertis 95.34 97.91 96.61
Attacut 98.21 98.56 98.39
Deepcut 98.28 98.52 98.40
ThaiLMCut 98.73 98.85 98.78

Table 2: Results of our best model (ThaiLMCut)
compared to other word segmentation models

Train Model WS Model WS+LM Gain in F1
Test P R F1 Test P R F1

news novel 96.53 90.71 93.53 novel 96.93 96.38 96.66 3.13
article 97.71 93.23 95.42 article 97.77 98.23 98.00 2.58
ency 97.37 90.3 93.70 ency 97.44 96.17 96.80 3.10

novel news 90.95 95.88 93.35 news 90.86 97.79 94.20 0.85
article 95.06 97.28 96.15 article 95.39 98.51 96.92 0.77
ency 94.73 96.14 95.43 ency 95.02 97.87 96.42 0.99

article news 94.99 95.09 95.90 news 95.48 96.77 96.12 0.22
ency 96.34 96.12 96.23 ency 97.33 96.23 96.78 0.55
novel 96.19 92.58 94.35 novel 96.73 95.86 96.30 1.95

ency news 91.57 96.22 93.83 news 93.83 96.42 95.11 1.28
article 95.26 98.21 96.71 article 97.13 98.11 97.62 0.91
novel 94.03 96.25 95.12 novel 96.39 96.18 96.29 1.17

Table 3: Comparison of the word segmentation model (WS) with weight transferring from the pre-trained language model
(LM) and the one without the LM when test domain and train domain are different. “ency” refers to encyclopedia domain

suitable choice for the word segmentation task while adding
pretrained representations can further enhance the perfor-
mance even on a big dataset.

We also observe that all models that utilize the language
model converge faster than the ones trained from scratch.
For example, on the full training set the original model re-
quires 11 epochs for the training and with the LM it requires
only 7 epochs. Similar observations are found in other set-
tings as well.

4.2. Result: Impact on Out-of-Domain Setting
Table 3 summarizes the results of the out-of-domain ex-

periments. In all combinations, adding the pretrained LM
has shown to improve word segmentation performance by
up to 3.13% in terms of F1 Score. We observe that the pre-
trained LM constantly leads to a notable improvement when
the tokenizer is tested on novel and encyclopedia while for
news the improvement is rather modest.

In news-novel and novel-encyclopedia setting, the origi-
nal models reach F1 Score of around 93% and when adding

the language model F1 Score increases by more than 3%
for both. On the other hand, in novel-news combination
with similar initial F1 Score, the pretrained LM can only
bring 0.85% improvement in F1 Score. The least improve-
ment gain is observed when the model is trained on article
and tested on news with the increase in F1 Score of 0.22%.
The largest gain of 3.13% F1 Score is obtained on news-
encyclopedia settings.

In most settings, the news domain has shown to benefit
the least from the language model. When trained on ency-
clopedia, the news domain gets a bit more gain than novel.
However, the improved F1 Score of encyclopedia-news is
still below the one from encyclopedia-novel. Similar to the
results from the first experiment on data size, the language
model seems to bring more improvement when the initial
performance of the word segmentation model is quite low
than when the model already reaches highly accurate per-
formance. One assumption about the different impact of the
language model on each target domain would be that the un-
labeled data that the LM is trained on might resemble novel
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Figure 3: Tokenization output of a hotel review with multiple misspellings. The parts marked with red are those that are
wrongly predicted by the model.

and encyclopedia domain more than news domain. Accord-
ingly, the language model yields high performance boost
for both novel and encyclopedia in most settings, while the
improvement for news is often modest.

We assume that the language model might be able to
capture and learn the character type features (mentioned in
Section 2.1.) from unlabeled data by itself and generate rep-
resentations in a way that helps detect word boundaries. As
a result, the representations from the LMhave shown to have
a positive impact on the word segmentation performance.

4.3. Result: Final Model
Table 2 demonstrates the performance of our model com-

pared to other four word segmentation models on the same
evaluation set. In our previous experiments, the model
that yields the best performance is the one trained on
the full dataset and utilizing the pretrained LM. The re-
sult shows that our proposed model performs better com-
pared to other models reaching an F1 Score of 98.78%.
All neural network-based models outperform the baseline
Newmm as expected. The second best model is Deepcut
with 98.40% F1 Score. It outperforms Attacut by a small
margin, however, the segmentation speed of Attacut is sub-
stantially faster, also when compared to othermodels. Sertis
achieves the lowest F1 Score among other neural network-
based models, outperforming only the Newmm baseline.
We notice that the result of Sertis is surprisingly low when
considering the reported performance. We found that Sertis
used a different evaluation method by counting all the pre-
dicted characters instead of only characters that mark word
boundaries which is the standard way of evaluating a word
segmentation system. This might explain their reported
high F1 Score.

We suppose that the language model used in this study,
which is trained mainly on hotel reviews, could be the most
beneficial for segmenting user-generated data in the hotel

domain. However, there is no annotated corpus for the ho-
tel domain publicly available at the current time. Figure 3
demonstrates the performance of each model on a hotel re-
view which contains multiple misspellings. Attacut seems
to prefer long tokenizations and has the most difficulty deal-
ing with misspellings, while other tokenizers produce out-
puts with minor mistakes. ThaiLMCut has proven to be
the most accurate in this example. For a more exhaustive
evaluation of this domain, further investigation is needed.

5. Conclusion

We proposed a semi-supervised approach for Thai word
segmentation using a pretrained character language model
fine-tuning. After a Bi-LSTM language model is trained on
substantial unlabeled corpora, its weights are transferred to
a word segmentation model which has the same structure
besides its output layer. The model then continues the train-
ing using labeled data to fine-tune the pretrained weights for
the word segmentation task.

Our results showed that the approach consistently leads
to a performance gain in various settings. The language
model has proven to be the most beneficial when only a
small amount of labeled data is available. In such cases, our
results showed that F1 Score could be increased by up to
2.02%. The approach has also shown to boost the segmenta-
tion performance in all of the out-of-domain datasets in our
experiment with the gain from 0.22% to 3.13% F1 Score.
Our final model, ThaiLMCut, outperforms other state-of-
the-art neural network-based models achieving an F1 Score
of 98.78%. In the future, we would like to investigate the
performance of our model on the hotel review domain. Ad-
ditionally, wewouldwant to explore better fine-tuningmeth-
ods and other options for training the LM which could be
more efficient than the Bi-LSTM, for instance, CNNs or
Attention-based approaches.
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