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Abstract
Interactive dialogue agents like smart speakers have become more and more popular in recent years. These agents are being developed on
machine learning technologies that use huge amounts of language resources. However, many entities in specialized fields are struggling
to develop their own interactive agents due to a lack of language resources such as dialogue corpora, especially when the end users need
interactive agents that offer multilingual support. Therefore, we aim at providing a general design framework for multilingual interactive
agents in specialized domains that, it is assumed, have small or non-existent dialogue corpora. To achieve our goal, we first integrate
and customize external language services for supporting multilingual functions of interactive agents. Then, we realize context-aware
dialogue generation under the situation of small corpora. Third, we develop a gradual design process for acquiring dialogue corpora and
improving the interactive agents. We implement a multilingual interactive agent in the field of healthcare and conduct experiments to
illustrate the effectiveness of the implemented agent.
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1. Introduction

Interactive dialogue agents play essential roles in various
tasks. In recent years, major Internet-based companies have
been developing popular smart speakers such as Google
Home, Apple HomePod, Amazon Alexa and so on. These
interactive agents assist users in performing many tasks via
voice command. Technologies enabling interactive agents
include speech recognition, dialogue generation, and ma-
chine learning. A key barrier is that large amounts of data
and language resources are needed to develop most key
components. Although popular interactive agents provide
various general functions, they are not suitable for support-
ing dialogues in special fields. Unfortunately, entities in
many specialized fields find it difficult to develop their own
interactive agents due to a lack of language resources such
as dialogue corpora. The situation is evenmore severe when
the interactive agentsmust offermultilingual support, which
is now seen as essential in the service industry and public
sectors.
To address the above challenge, we aim to develop a general
method for designing multilingual interactive agents. We
do not intend to realize advanced general smart speakers
like those provided by major companies. Rather, we target
feasible solutions for various special fields, assuming that
such fields have small or non-existent dialogue corpora. To
achieve our goal, we need to deal with the research issues
raised by the use of small corpora: how interactive agents
can support multiple languages, how to realize a dialogue
generation mechanism that considers dialogue context, and
how to develop a design process for gradual and iterative
improvement of the multilingual interactive agents.

In this paper, we propose a framework of designing multi-
lingual interactive agents based on the above three consid-
erations. First, we integrate and customize external multi-
lingual services for interactive agents. These services are
provided by Internet-based language service infrastructures
like the Language Grid (Ishida et al., 2018) (Lin et al.,
2020). The Language Grid can provide necessary language
services including specified dictionaries, machine transla-
tion, morphological analyzers, etc. In particular, we inte-
grate machine translation and multilingual adjacency pairs
for the purpose of multilingual support. Second, we re-
alize a context-aware dialogue generation mechanism for
the interactive agents that does not require the existence
of large corpus. This mechanism can generate utterances
of the agents while considering the context during a dia-
logue. Third, we propose a process for the gradual acquisi-
tion of dialogue corpora via Wizard of Oz (Dahlbäck et al.,
1993) (Fraser and Gilbert, 1991), which is a method used
for simulating and improving incomplete interactive tech-
nologies. In our research, the wizard helps create dialogue
manually or selects appropriate dialogue generated by the
agents as necessary.
Based on our proposed framework, we implement a mul-
tilingual interactive agent for supporting patients in the
healthcare field. When a patient speaks to the interactive
agent, the agent answers and interacts with him or her con-
tinuously. In early stages of the design, utterances of the
agent are generated by a hiddenwizardwho selects appropri-
ate utterances from the candidates output by context-aware
dialogue generation module. Moreover, the system accu-
mulates the dialogues between the agent and the end user
via Wizard of Oz as new multilingual dialogue examples.
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Therefore, the interactive agent can gradually get more ac-
curate dialogue examples until the wizard completes its role.
Further, we conduct a case study to illustrate the effective-
ness of our work by analyzing both the translation quality
and context awareness of multilingual interactive agents.

2. Related Work
In previous research, the architecture of a human-computer
dialogue is based on the retrieval model, which consists of a
chain of five components: speech recognition, natural lan-
guage understanding, dialogue manager, natural language
generation and speech synthesis (Pietquin, 2005). When a
user speaks to the system, the speech recognition accepts
the utterance and converts the sound into a sentence. Next,
the system retrieves the meaning of the sentence in the
process of natural language understanding. The processes,
which include speech recognition and natural language un-
derstanding, are also called the input system. After the
input system, the dialogue manager adopts a strategy that
determines how the system should respond to the end user.
When the response strategy is found, the natural language
generation system makes a sentence and the speech synthe-
sis system converts the words into audio data. The dialogue
systems of previous studies can be classified into two major
groups: task-oriented systems and chat-oriented systems.
The purpose of task-oriented dialogue systems is to help
perform certain tasks (Busemann et al., 1997) (Seneff and
Polifroni, 2000). On the other hand, chat-oriented dialogue
systems not only aim at performing tasks, but also playing
games, conducting dialogues or entertaining. For example,
IRIS (Informal Response Interactive System) (Banchs and
Li, 2012), a typical chat-oriented dialogue system, is an
example-based dialogue system based on the vector space
retrieval model and implements chat using a dual search
strategy from a collection of dialogues in movies. In this
paper, we aim to design interactive agents based on the
vector space retrieval model for the chat-oriented dialogue
system. However, we need to address several issues as we
described in the previous section.
Context is recognized as an important consideration inmany
dialogue generation studies. Williams et. al used a partially
observable Markov decision process for a spoken dialogue
system (Williams and Young, 2007). The dialogue system
is a task-oriented system and supports ticket purchases. Un-
fortunately, this system cannot satisfy the requirements of
chat-oriented systems. In recent years, machine learning
approaches have been proposed to deal with dialogue con-
text. For example, Serban et. al used a recurrent neural
network (RNN) in order to consider utterance history over
a dialogue (Serban et al., 2016). However, most machine
learning approaches assume the availability of significant
amounts of dialogue corpora. In contrast, we aim to handle
the context-aware issue given the existence of only small
corpora.

3. Conceptual Framework
To realize the multilingual interactive agents, we need to (1)
consider the multilingual support in interactive agents, (2)
provide a dialogue generation mechanism that considers di-

alogue context, and (3) develop a design process for gradual
improvement of interactive agents.

3.1. Language Service Integration and
Customization for Multilingual Support

In order to solve the first issue, we use external language
services including machine translators, morphological ana-
lyzers, dictionaries, parallel texts, etc. However, we need to
customize the most suitable language services available for
different languages and specialized domains. We can use
the Language Grid (Ishida et al., 2018) (Lin et al., 2020), a
multilingual service platform that allow users to share lan-
guage resources as services on the Internet. There are two
classes of language services provided on the LanguageGrid:
atomic services and composite services. In our proposed
framework, we integrate composite machine translation ser-
vices with domain dictionaries and customize the services
for different situations. This last action is extremely im-
portant because we assume that the interactive agents will
be used in more specialized domains like healthcare, public
sectors, shopping centers and so on.
To improve the translation quality for the purpose of realiz-
ing enhanced interactive agents, we create a new language
service on the Language Grid. The new service uses multi-
lingual dialogue examples including pairs of questions and
answers in dialogues in multiple languages, which we call
multilingual adjacency pairs, that can well present the di-
alogue. An example of multilingual adjacency pairs in
English and Spanish consist of a set of utterances by two
speakers with each utterance in both two languages. One
of the pairs has "What is your name?" and "My name is
John Smith." The other has "¿Cómo te llamas?" and "Me
llamo John Smith." Since the multilingual adjacency pairs
are created based on multilingual parallel texts, high trans-
lation quality is assured. The multilingual adjacency pair
service can be implemented and deployed as a Web service
by wrapping the database of multilingual adjacency pairs
and providing functions like dialogue search and transla-
tion. In our proposed framework, the interactive agents use
two language services: the composite machine translation
service and the multilingual adjacency pair service. Accu-
mulating more and more multilingual adjacency pairs will
improve the translation quality.

3.2. Search System for Context-aware Dialogue
Generation

To deal with the second issue, we propose a search system
for dialogue recommendation based on the vector space re-
trieval model. In the search system, the interactive agents
make utterances by searching from the multilingual adja-
cency pairs based on the similarity calculation between the
user’s latest utterance and the utterances in the adjacency
pairs. The system first vectorizes the utterances made in a
dialogue between the agent and the user. We use the TF-IDF
weighting scheme (Salton and Buckley, 1988), which is the
standard bag-of-words weighting scheme and well supports
the vector space retrieval model. The vector representation
of utterances can be realized based on the work of Han
et. al (Han and Karypis, 2000). Then, we use the cosine
similarity to calculate the similarity between the utterances.



664

This basic recommendation method we mention above,
however, does not consider contextual information in the
dialogue. Therefore, it is not suitable for our purpose. In
this paper, we consider the contextual information based
on the following two factors. One factor is that the latest
utterance by the user does not always provide useful contex-
tual information. For example, "I like a hamburger." is an
utterance that does provide contextual information, while
"No." is an utterance that does not contribute such infor-
mation. Therefore, we introduce the concept of speciality
to represent the degree of an utterance’s contribution to the
contextual information. The other factor is that the basic
recommendation method cannot react when the topic of the
dialogue is changed. Hence, we add weights to the vectors
when organizing them. Concretely, when appending the
weights, it is natural that old utterances are regarded as less
important and new utterances are seen as more important.
Here we introduce the concept of freshness to represent the
degree of an utterance’s importance to the current context.
Then, we modify the basic recommendation method that
does not consider any contextual information by combining
speciality and freshness as the weights of each vector of an
utterance. Since we focus on introducing the concept of
speciality and freshness, we omit the detailed calculation
equations in this paper. It is noted that the proposed method
is independent of the size of the corpus, and so can be used
with small dialogue corpora.

3.3. Gradual Acquisition of Dialogue Corpora
via Wizard of Oz

To realize a context-awaremultilingual interactive agent, the
third issue is to ensure the quality of the dialogues generated
by the agents. However, it is difficult to realize an interactive
agent that can provide high quality dialogues automatically
from an early stage when the dialogue corpora is small
or even does not exist at all. Therefore, it is important to
consider how to develop a design process that offers gradual
and iterative improvement of the multilingual interactive
agents.
Previous studies have widely used Wizard of Oz for pro-
totyping and evaluating dialogue-based computer systems.
Furthermore, this method is also applied for designing en-
visioned systems iteratively. For instance, Klemmer et. al
suggested SUEDE (Klemmer et al., 2000), which is a speech
interface prototyping tool that provides iterative design. In
this research, we apply Wizard of Oz to prototype and de-
sign the multilingual interactive agent gradually because the
agent has to ensure the quality of dialogues, especially from
the viewpoint of translation quality and dialogue breakdown
due to missing contexts. Specifically, the system first gener-
ates a ranked list of candidate answers by using a search sys-
tem for dialogue recommendation. The wizard then selects
a most appropriate candidate from the list or types a new
utterance if there is no appropriate answer in the candidate
list. The system uses translation services since we assume
that the wizard and the user speak different languages.
To enhance agent quality, our framework enables the sys-
tem to acquire multilingual adjacency pairs by gradually
accumulating new pairs from dialogues. This function is
invoked after a wizard selects an appropriate utterance or

creates a new utterance to respond to the user. The answer
of the wizard and the utterance of the user are regarded
as a new adjacency pair. The new adjacency pair is then
added to the dialogue corpus together with its translation
into every language in the system. The advantages of this
function are as follows: (1) since the number of candidates
is increased, the range of choices provided to the end user is
enhanced; (2) the candidate answers to the questions always
include the answer that was actually selected before, i.e., it
may be similar to the correct answer as determined by the
context. When the system has adequate examples, the agent
will be able to select the most appropriate answer greedily
with some criteria.

4. Implementation
Fig. 1 shows the implemented architecture of the proposed
multilingual interactive agents. The implemented system
consists of the following components: (1) the interactive
agent interface accessed by end users, (2) the translation
service, which translate the user’s utterances and the wiz-
ard’s answers, (3) a search system that receives the trans-
lated utterances from the translation service interface and
locates, by the context-aware recommendation method, the
corresponding candidate answers from the multilingual ad-
jacency pairs, and (4) the interface for the wizard, which
shows the candidate answers and receives the answers from
the wizard. The database of multilingual adjacency pairs is
deployed as the language service to provide accurate trans-
lation to the end users.

Figure 1: Implementation of multilingual interactive agents

We realize an interactive agent using multilingual dialogue
examples from the healthcare field as the initial data. Here
we show how the multilingual interactive agent interacts
with the user through Wizard of Oz. We explain the case
in which the end user is an English speaker and the wiz-
ard is a Japanese speaker. First, the end user speaks to the
agent. For example, the end user says, "My leg hurts." The
system translates the utterance into the wizard’s language
by the translation service, which can either be a composite
machine translation service or a multilingual adjacency pair
service. The agent responds to the user through the follow-
ing process as shown in Fig. 1 : (1) the system searches for
candidate answers from among adjacency pairs based on the
context-aware method by considering the dialogue history;
(2) the search system then provides the candidate answers,
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which are displayed on the interface to the wizard together
with the translated utterance from the user; (3) the wizard
selects an answer from among the candidates. For example,
the wizard selects "When did the hurting start?" If there is
no appropriate answer among the candidate answers, the
wizard types a new utterance by free text in Japanese; (4)
if the wizard selects an answer from the candidate list, the
answer will be translated by the multilingual adjacency pair
service. Otherwise, the answer will be translated by the
composite machine translation service; (5) the translated
answer is delivered to the agent which utters it to the end
user via the text-to-speech service; (6) The agent updates
the dialogue history and appends new adjacency pairs after
speaking to the user. As the dialogue history increases, the
performance of the interactive agent is gradually improved
because the multilingual adjacency pairs are accumulated
during the dialogues.

5. Evaluation
In this section, we conduct experiments in the healthcare
field to evaluate the proposed framework. In the exper-
iment, an English speaking user is the patient while the
implemented agent is the doctor. We use the criterion of
translation quality to confirm the effect of the gradual acqui-
sition of multilingual adjacency pairs, and use the criterion
of context awareness to confirm the effect of considering
contextual information in improving the interactive agent
quality. We do not use the speech recognition service or the
speech synthesis service in order to focus on evaluating the
dialogue generation mechanism and multilingual support.
The dialogue data used in the experiments was provided
by NPO Center for Multicultural Society Kyoto. The data
was drawn from scenarios created for developing human
resources for medical professionals and translators. This
data includes three parallel manual translations: Japanese,
English, and Chinese. It has 45 dialogues for hospital situ-
ations and 1,206 utterances. The utterances in the data are
made by a patient, a doctor and so on. We generated 300
multilingual adjacency pairs from the data.

5.1. Analysis of Translation Quality
We show evaluation results on the improvement of the mul-
tilingual interactive agents through the gradual acquisition
of adjacency pairs. To prepare for the evaluation, we made
9 blocks from 45 situations from the real data described
above. We used 9 time-series phases to simulate the timings
of gradual acquisition of adjacency pairs. In the experiment
setting, the interactive agent only acquires multilingual ad-
jacency pairs of 5 situations in phase 1. In each next phase,
the interactive agent acquires adjacency pairs of 5 more sit-
uations. In phase 9, the agent acquires adjacency pairs of
all 45 situations from the real data. When the interactive
agent acquires more adjacency pairs, there aremore chances
for the agent to use the multilingual adjacency pair service
(higher quality) rather than machine translation service (rel-
atively lower quality) for translating utterances during the
dialogues. Therefore, the service quality should increase.
Figure 2 shows the translation quality of utterances in the ex-
periments. Translation quality is evaluated with dialogues
of 5 random situations from the real data. The translation

quality was scored by 7 bilinguals on a scale of 1 to 5 ("1"
is extremely poor, and "5" is perfect). If an ideal multilin-
gual interactive agent were realized, the translation quality
would be 5. The horizontal axis in Fig. 2 shows the num-
ber of blocks used in the experiment and the vertical one
plots the translation quality. The star-marked line indicates
the evaluated translation quality achieved when the inter-
active agent did not use multilingual adjacency pairs and
used only machine translation. The value does not depend
on the number of corpora and the result of the translation
quality is 3.21. The circle-marked line plots the transition in
translation quality when the proposed interactive agent was
used. When the agent acquired the first block, the result was
3.44. The evaluated translation quality when the agent had
all corpora was 4.18. The result shows the effectiveness of
the gradual acquisition of dialogue corpora for improving
translation quality. The result also implies that the role of
wizard is important in the early stages of designing a multi-
lingual interactive agent when only small dialogue corpora
are available.

Figure 2: Improvement of translation quality with the grad-
ual acquisition of dialogue corpus

5.2. Analysis of Context Awareness
We first use a case study to show the effectiveness of the
search system for context-aware dialogue generation. In
the case, the patient has a chest pain and the agent tries to
find the cause. We assume the dialogue shown in Table 1
and consider how to recommend the agent to continue this
dialogue.

Table 1: Dialogue example between a patient and an agent
Speaker Utterance
Patient I have a pain in my chest.
Agent When did the pain start?

(Translated from Japanese)
Patient When I was running, I felt the pain.
Agent OK, I see. Do you smoke?

(Translated from Japanese)
Patient No.

We explain the behavior of an agent whose system did not
use the contextual information. The system performed a ba-
sic cosine similarity calculation between the latest utterance
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Table 2: Candidate utterances for the agent in Table 1 without utilizing contextual information
Ranking Candidate (translated from Japanese) Score Appropriateness
No. 1 Do you prefer fatty food such as fried food and meat? 1.0000 Not appropriate
No. 2 Did your parents have convulsions like that in their childhood? 0.4757 Not appropriate
No. 3 Please come back to the examination room again after your tests. 0.4648 Not appropriate
No. 4 I’ll wrap tourniquet around your arm and insert a needle.

Do you feel numbness in your fingertips?
0.4648 Not appropriate

No. 5 Are you taking any medicine regularly? 0.4648 Not appropriate

Table 3: Candidate utterances for the agent in Table 1 with utilizing contextual information
Ranking Candidate (translated from Japanese) Score Appropriateness
No. 1 Do you still feel pain? 0.6651 Appropriate
No. 2 Do you prefer fatty food such as fried food and meat? 0.3240 Not appropriate
No. 3 Tell me more about the pain. What does it feel like? 0.2700 Appropriate
No. 4 You may be in a condition where your past fatigue emerged all at

once.
0.1869 Appropriate

No. 5 Did your parents have convulsions like that in their childhood? 0.1637 Not appropriate

and the utterances in the multilingual adjacency pairs with-
out considering speciality or freshness described in Sect.
3.2. When the agent received the latest utterance, the di-
alogue system gave the wizard candidates such as those in
Table 2. The scores shown in Table 2 are cosine similarities
between the latest utterances of the end user and utterances
in the adjacency pairs that have the candidates. The right
side of the score indicates whether the candidate is appro-
priate as a response for continuing the dialogue in Table 1
or not. For example, the adjacency pair of the first candi-
date is “No.” and “Do you prefer fatty food such as fried
food and meat?” It means that the latest utterance "No."
is identical to the former of the adjacency pair. Thus, the
system regards it as the most suitable. However, the can-
didates are not related to the affected area or the context.
It is obvious that such candidates are not suitable as the
interactive agent utterances in context. On the other hand,
when the system handled the contextual information by con-
sidering speciality and freshness, the system suggested the
candidates as shown in Table 3. This case indicates that
the proposed search system for context-aware dialogue gen-
eration can suggest candidates to the wizard from a broad
perspective, especially when a user’s utterance has scant
contextual information such as the utterance “No.”

We also conducted a quantitative analysis by evaluating 8
situations as shown in Table 4. Each dialogue has two ex-
changes between a patient and the agent. We evaluated
candidates which the search system made a suggestion to
the wizard when the end user spoke the latest utterance. The
latest utterances in situations 1-4 are common phrases and
have no contextual information (e.g., "Yes." "Of course."
etc.) while those in situations 5-8 are not common and have
contextual information (e.g., "I cannot fall asleep at all."
"From a week ago." etc.). For each situation, we compare
10 candidates suggested by the two mechanisms: one con-
siders context (the proposed method), and the other does
not (the non-context-aware method). We use Mean Average

Precision (MAP) of appropriateness of recommended ut-
terances as the evaluation criterion, which is a well-known
criterion for information retrieval systems and recommender
systems (Sanderson and Zobel, 2005).

Table 4: The 8 situations used for evaluating the context
awareness of the proposed method

No. Situation Latest Remark
1 Chest pain No.
2 Breathing problem Yes.
3 Hyperglycemia No.
4 Toothache Of course.
5 Stomachache I feel painwhen I press down.
6 Itchy eyes My vision is glared.
7 Painful urination From a week ago.
8 Fever I cannot fall asleep at all.

Figure 3 and Fig. 4 show the comparison results of MAP
values for recommendation appropriateness in 8 different
situations. The result in Fig. 3 shows that MAP of the
proposed method is higher than that of the method that
did not consider the contextual information in situation 1-
4. Especially in situation 4, the method that did not use
the dialogue history was not able to suggest appropriate
candidates and the wizard could not help but input a new
utterance and use the machine translation service. The
result in Fig. 4 shows that MAP of the proposed method
was as high as that of the method that did not consider the
contextual information in situation 5-8. In particular, the
MAP averages of the two methods are almost the same,
which means that the two methods do not differ much if the
latest utterance also contains enough contextual information
to well guide the recommendation. In summary, the results
confirm the effectiveness of the search system for context-
aware dialogue generation.
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Figure 3: Mean Average Precision of Situation 1-4 where
the latest utterances have no contextual information

Figure 4: Mean Average Precision of Situation 5-8 where
the latest utterances have contextual information

6. Conclusion
The main contribution of this paper is to provide a general
framework for designing multilingual interactive agents for
various specialized fields wherein only small dialogue cor-
pora are available. Three major components are realized in
the proposed framework. First, it permits the integration
and customization of external language services for sup-
porting multilingual functions of interactive agents. Sec-
ond, context-aware dialogue generation is realized in the
situation of small corpora. Third, gradual design process
is developed for dialogue corpora acquisition. We imple-
mented the proposed framework and conducted experiments
to illustrate the effectiveness of the multilingual interac-
tive agents in the aspects of translation quality and context
awareness using the data from the field of healthcare. Our
future work will mainly focus on improving the search sys-
tem for context-aware dialogue generation and applying the
proposed framework in other specialized fields.
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