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Abstract
This paper introduces an opensource crowdsourced multispeaker speech corpus along with the comprehensive set of finitestate
transducer (FST) grammars for performing text normalization for the Burmese (Myanmar) language. We also introduce the opensource
finitestate grammars for performing graphemetophoneme (G2P) conversion for Burmese. These three components are necessary
(but not sufficient) for building a highquality texttospeech (TTS) system for Burmese, a tonal Southeast Asian language from the
SinoTibetan family which presents several linguistic challenges. We describe the corpus acquisition process and provide the details of
our finite statebased approach to Burmese text normalization and G2P. Our experiments involve building a multispeaker TTS system
based on long short term memory (LSTM) recurrent neural network (RNN) models, which were previously shown to perform well for
other languages in a lowresource setting. Our results indicate that the data and grammars that we are announcing are sufficient to build
reasonably highquality models comparable to other systems. We hope these resources will facilitate speech and language research on
the Burmese language, which is considered by many to be lowresource due to the limited availability of free linguistic data.
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1. Introduction
The Burmese (or Myanmar) language belongs to the Sino
Tibetan language family. It is the largest nonChinese lan
guage from that family (Jenny and Tun, 2016) with the to
tal number of speakers in Myanmar and abroad is estimated
at around 43 million: 33 million native (L1) speakers with
the additional population of 10 million secondlanguage
(L2) speakers (SIL International, 2019). Due to the rela
tive scarcity of the available language resources Burmese is
often considered to be an underresourced language (Gold
hahn et al., 2016).
With regard to speech resources, and in particular to text
tospeech (TTS), this scarcity is especially pronounced.
Unlike the automatic speech recognition (ASR), TTS cor
pora for stateoftheart or commercial systems has tra
ditionally been recorded in professional studios by dedi
cated voice actors. This process is both expensive (good
voices are hard to find) and time consuming (consider
able effort is spent on supervising the recordings and main
taining a steady high audio quality). With the advance of
new approaches that range from utilizing the found data for
underresourced languages (Baljekar, 2018; Cooper, 2019),
crowdsourcing (Gutkin et al., 2016) to multispeaker and
multilingual sharing (Li and Zen, 2016; Chen et al., 2019;
Nachmani and Wolf, 2019), building TTS systems for
underresourced languages has become simpler (Wibawa et
al., 2018; Prakash et al., 2019). However, the availability
of a Burmese TTS corpora that is free for all is still an is
sue: the corpora reported in the literature are usually pro
prietary. On the other hand, the recent multilingual open
source datasets (Black, 2019; Zen et al., 2019) do not in
clude Burmese.

†The author contributed to this paper while at Google.

Two further crucial components in the TTS pipeline include
text normalization and pronunciation modeling. Text nor
malization is the process of converting nonstandard words
(NSWs), such as numbers and abbreviations, into standard
words so that their pronunciations can be derived by con
sulting the pronunciation component (Sproat et al., 2001).
Pronunciations, usually provided in terms of phonemes,
are obtained either by direct dictionary lookup or esti
mated from the orthography using machine learning meth
ods (Bisani and Ney, 2008).
This paper introduces three opensource components devel
oped for Burmese TTS: a free speech dataset, text normal
ization grammars and a graphemetophoneme (G2P) con
version grammar. The last component is especially useful in
lexicon development for bootstrapping the pronunciations
for unknown words that can later be checked and edited, if
necessary, by human annotators.
This paper is organized as follows: We briefly review the
related research in the next section. Section 3 presents ba
sic linguistic detail on Burmese relevant to this work. A
linguistic frontend of the Burmese pipeline is presented
in Section 4. In particular, that section describes the
opensource grammar components for text normalization
(Section 4.2) and graphemetophoneme conversion (Sec
tion 4.4). The details of the Burmese speech corpus that we
are releasing are provided in Section 5. Experiments that
use this corpus to build multispeaker Burmese TTS system
are described in Section 6. Section 7 concludes the paper.

2. Related Work
Despite the underresourced status of the language,
Burmese speech research is steadily becoming a burgeon
ing field with an increasing number of applications within
both ASR (Mon et al., 2017; Chit and Khaing, 2018; Mon et
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al., 2019) and TTS (Win and Takara, 2011; Soe and Thida,
2013b; Hlaing et al., 2018). Providing a comprehensive
overview of the applications is outside the scope of this pa
per, instead we specifically deal with the research directly
related to the language resources that we developed.

TTS Corpora The corpora used for developing Burmese
TTS applications have predominantly been developed in
house: The diphonebased concatenative synthesis system
reported in (Soe and Thida, 2013b; Soe and Thida, 2013a)
uses an inhouse diphone database developed at Univer
sity of Computer Studies (UCS) in Mandalay (Myanmar).
For the first statistical parametric Burmese system based
on Hidden Markov Models (HMMs) developed by Thu
et al. (2015c), the highquality inhouse Burmese speech
dataset was developed jointly by UCS in Yangon (Myan
mar) and NICT in Kyoto (Japan). The neural network
based TTS systems described in (Hlaing et al., 2018; Hlaing
et al., 2019) employ an inhouse Phonetically Balanced
Corpus (PBC) which was constructed from the Myan
mar portion of a Basic Travel Expression Corpus (BTEC)
originally created for Japanese (Kikui et al., 2003). A
small phoneme database consisting of 133 segments was
recorded by Hlaing and Thida (2018) for their lowfootprint
phonemebased synthesizer, a database which is too small
for building practical stateoftheart models. All the above
corpora were recorded in professional studios and, to the
best of our knowledge, are not in the public domain.

Text Normalization Our text normalization grammars
for Burmese are based on the finitestate transducer gram
mar framework called Thrax (Tai et al., 2011; Roark et al.,
2012). The release of these grammars (Google, 2018b) con
tinues the line of work aimed at opensourcing text normal
ization grammars for lowresource languages (Sodimana et
al., 2018). These grammars have origins in our internal text
normalization framework (Ebden and Sproat, 2015; Ritchie
et al., 2019). While text normalization stateoftheart is
moving towards trendiermachine learningmethods (Bornás
and Mateos, 2019; Zhang et al., 2019; Mansfield et al.,
2019; Gokcen et al., 2019), we believe that the finitestate
methods are still extremely useful in lowresource scenar
ios, such as Burmese, where one does not have access to
sufficient amounts of training data to build sophisticated
models (Nikulásdóttir and Guðnason, 2019). One alterna
tive approach in a lowresource scenario is to apply a min
imally supervised method for inducing the grammars (Ng
et al., 2017). This, however, may not be necessary for
Burmese because finding a native speaker with the neces
sary linguistic knowledge for developing such grammars is
not that hard.
The only other comprehensive text normalization frame
work for Burmese was developed by Hlaing et al. (2017).
The authors also base their framework on Thrax and provide
details of text normalization grammars for various classes
of nonstandard words (NSWs) in their paper. The sets of
NSW types they support and our types are different. Both
frameworks support numbers, digits, dates, times, curren
cies and ranges. Hlaing et al. (2017) also support sport
scores and national identification numbers (NRCs), while
we offer support for decimals, fractions, letter sequences,

Word List

Seed
Lexicon

Checked
Lexicon

G2P Model

Figure 1: Possible approach to creating a lexicon.

measures, emoticons and telephone numbers. Since the
grammars described in (Hlaing et al., 2017) are not avail
able in public domain, it is difficult to compare the two im
plementations of the overlapping types and their grammatic
coverage.
G2P Graphemetophoneme (G2P) conversion models
form an integral part of TTS pipelines. A G2P compo
nent provides pronunciations for words not found in the pro
nunciation dictionary. Modern G2P systems, including the
ones developed for Burmese (Thu et al., 2015a; Thu et al.,
2015b; Thu et al., 2016), employ machine learning meth
ods (Bisani and Ney, 2008; Novak et al., 2012), which re
quire graphemephoneme pairs for training. The graphemes
can be obtained from the available dictionaries, such as
the standard data from Myanmar Language Commission
(MLC) (Nyunt et al., 1993), or scraped from the web. Given
the orthography, in the absense of statistical model pronun
ciation rules are required to generate the corresponding pro
nunciation. A simplified diagram of this process is shown
in Figure 1. This paper introduces a resource, which is a
weighted finitestate transducer grammar based on Thrax,
for generating Burmese pronunciations from Unicode or
thography. While the authors of (Thu et al., 2015a; Thu et
al., 2016) published some of the details of their phoneme
conversion methods and shared the resulting pronunciation
dictionaries1, they did not provide software for generating
such dictionaries, a gap that this work tries to fill (Google,
2018a). This step corresponds to transition between the
word list and the seed lexicon in Figure 1.
Another interesting alternative is Epitran, a multilingual
opensource G2P system based on contextsensitive rewrite
rules (Mortensen et al., 2018). The set of 61 languages sup
ported by Epitran includes Burmese, but beyond the medial
consonants support the set of phonological rules is rather
limited at present and for this language the system currently
functions more like the transliterator into IPA (International
Phonetic Association, 1999).

3. The Script and Phonology of Burmese
The Writing System The Burmese language uses an
abugida (or alphasyllabary) writing system. Burmese script
belongs to the family of Brahmic scripts, where every con
sonant can function as a standalone syllable with an inher
ent vowel sound /a

˜
/ (Roop, 1972; Wheatley, 1996) articu

lated with a creaky tone in full open syllables. The inherent

1Available at https://github.com/ye-kyaw-thu/myG2P.
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vowel can be changed to other vowels using diacritic marks
placed around the consonant. Burmese script has 33 letters
representing basic consonants. In addition, Myanmar Letter
A (အ), which has properties of both consonant and vowel,
andMyanmar Letter Great Sa (ဿ), a special form ofMyan
mar Letter Sa (သ), are considered as consonants (Hosken,
2007).
Certain consonants can be combined together, or stacked,
to represent consonant clusters using virama, the invisible
character for syllable chaining. The further signs include a
set of free vowel letters that can appear in syllable initial
position, dependent vowel and tone diacritics, and virama,
or asat (meaning “to kill” in Burmese) (Ding et al., 2016),
for suppressing the inherent vowel in certain syllable codas.
There are also two punctuation marks which in their usage
are remotely related to the function of comma and full stop
inWestern scripts (Okell et al., 2010; Jenny and Tun, 2016).
Burmese is written left to right. Similar to other Southeast
Asian languages, such as Thai, Lao, and Khmer, Burmese
writing system does not use whitespace to separate words.
In fact, the concept of words is not always clearly defined
and is often subjective (Wheatley, 1990; Jenny and Tun,
2016). Word segmentation is thus a critical first step in a
Burmese natural language processing pipeline. Without the
ability to identify words, none of the conventional natural
language processing methods are applicable. Dealing with
word segmentation in Burmese is uniquely challenging in
a few ways. First of all, the most popular Burmese font
used by most websites is the Zawgyi font, which is not Uni
code compatible (Liao, 2017; Arnaudo, 2019). Therefore,
text extracted from online sources will contain a mixture of
Zawgyi and Unicode encodings. Secondly, Burmese has a
relatively complex writing system. Aword in Burmese may
consist of as few as one character (e.g., a consonant) or may
be a combination of consonants and many diacritic marks.
Moreover, diacritic marks in Burmese words have specific
order (Hosken, 2007) which is often violated in practice
when typing. The resulting visual representation is correct
despite the wrong underlying character sequence.
Phonology Following Wheatley (1987) and Jenny and
Tun (2016), Burmese has 34 consonant phonemes (roughly
corresponding to the respective basic consonant script sym
bols, e.g. “ထ” /th/) occurring either alone, in syllableinitial
positions or as part of consonantal clusters. The stops are
represented by 15 phonemes: voiced, voiceless aspirated
and voiceless unaspirated, with aspiration providing a cru
cial phonological contrast. The group of fricatives consists
of five alveolar, palatal and glottal sounds. There are eight
nasal sounds (labial, alveolar, palatal and velar) and six ap
proximants with labial, dental, alveolar and palatal places
of articulation. The number of consonantal clusters is rela
tively small similar to other SinoTibetan languages.
Burmese has seven basic vowels, one neutral vowel (or
schwa) and four diphthongs which only occur in nasalized
and stopped syllables (Green, 2005). Burmese tones are
characterized by their pitch, contour, length and phona
tion type (creaky and breathy voice). The combination of
these features make tonal contrasts (Jenny and Tun, 2016).
Green (2005), following Wheatley (1987), describes four
way tone contrasts in major syllables (low, high, creaky and
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Segmented Text

Normalized Text

Phonemes

Figure 2: Simplified depiction of the linguistic pipeline.

checked) with only three tones possible in syllables with
nasal rhymes (low, high and creaky). Different tones de
note different meanings for syllables with the same phone
mic structure.
We provide more details on Burmese phonology in Sec
tion 4.3 that describes the phoneme inventory used in our
pipeline.

4. Linguistic FrontEnd
This section provides an overview of the core components
in the TTS linguistic pipeline that precede the acoustic
model. A simplified depiction of the pipeline is shown in
Figure 2 (with some initial script conversion and normal
ization steps omitted).

4.1. Word Segmentation: Corpus and Models
To build our inhouse segmentation corpus2 we crawled
popular Burmese websites and extracted sentences by split
ting text using the Burmese fullstop symbol ( ။ , U+104B).
We tried to cover many topics by targeting diverse web
sites covering categories such as sports, entertainment, le
gal, medical, governmental affairs and so on.
We carefully selected the websites that mostly contained
Unicode. Nevertheless, the sentence extraction process
yielded many sentences with Zawgyi encoding. We applied
a pattern matching algorithm to identify these sentences and
transformed them to Unicode (these steps are not shown in
the overall diagram in Figure 2). We removed all the punc
tuation, special characters, Latin characters, Latin numbers
as well as zerowidth joiner (ZWJ, U+200D) from the text.
As mentioned above, the Burmese writing system is fairly
complex, where a syllable can contain up to nine Unicode
characters. As a result, it is common for the text to contain
various types of typographical mistakes. Therefore, we also
ran a special tool to remove common patterns containing di
acritic combinations that were invalid. Other spelling mis
takes discovered during annotation were fixed manually.
Segmentation Guidelines As mentioned in Section 3,
the Burmese word segmentation task inherently contains
a fair amount of ambiguity and subjectivity. We created

2Similar to other Burmese segmentation corpora, like the one
used by Ding et al. (2016), our corpus and the resulting segmen
tation models described in this section are currently not in public
domain. We plan to address this shortcoming in future work.
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Sentence: ရန်က္ု န်ြုမိ ့တွင်ေနသာမည်။
English translation: It does not rain in Taunggyi city.

Segmented: ရန်က္ု န် ြုမိ ့ တွင် ေန သာ မည်
Literal translation: Taunggyi city at rain doesnotfall

Sentence: ေတာင်ြကီးြုမိ ့တွင်မိ္ု းမရွာပါ။
English translation: It does not rain in Taunggyi city.

Segmented: ေတာင်ြကီး ြုမိ ့ တွင် မိ္ု း မရွာပါ
Literal translation: Taunggyi city at rain doesnotfall

Table 1: Segmentation examples.

Algorithm Precision Recall Fscore

CRF 95.74 96.57 96.15
NN 94.96 96.32 95.64

Table 2: Performance of segmentation models.

the segmentation guidelines that explained how Burmese
text should be segmented in different contexts in order to
standardize the process. The guidelines served as a refer
ence for all the human annotators during the segmentation
process. In general, we aimed to segment the sentences at
word boundaries. However, since the concept of “words” in
Burmese is not always clearcut, there were many ambigu
ous situations. As the corpus was primarily aimed for use as
part of a texttospeech system, we paid special attention to
the pronunciations of the resulting segments. In particular,
we avoided segmenting a compound word if the pronuncia
tions of the resulting segments were different from the pro
nunciation of the compound. For example, stem verbs can
have certain suffixes to form adjectives, adverbs, or other
forms. The pronunciation of the words would be wrong,
if they were segmented down to stemverb and morpheme
level. Therefore, the annotators were instructed to keep the
words meaningful and articulable. If a segmentation would
cause the pronunciation of the subsequent segments, when
pronounced separately, to be different from the true pronun
ciation in that context, then we do not make that segmenta
tion. For example, the word သွားပွတ်တံ (toothbrush), which
is pronounced as /D@ . bUP . tàð/, consists of 3 smaller
meaningful units: သွား (teeth) ပွတ် (brush) တံ (stick). How
ever, if this word is segmented into three segments, their
pronunciations would become /Twá/, /pUP/, /tàð/, which
sound unnatural. Another example is နွားမ (cow), which is
pronounced as /n@ . ma

˜
/. However, if this word is seg

mented into smaller meaningful units, which are နွား (ox,
genderneutral) and မ (female), it will be pronounced as
/nwá/ and /ma

˜
/, which is unnatural. In both of these cases,

we do not segment the inputs.
A few examples of full Burmese sentences and their
segmentation illustrating our segmentation principles are
shown in Table 1. In the second example, မရွာပါ (“doesnot
fall”) is kept together as one segment, because segmenting
it into smaller units would alter its pronunciation.

Postprocessing After segmentation, we filtered out
those entries with more than 40 words from our corpus, be
cause they tend to be runon sentences or sentences with
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Figure 3: A histogram of sentence counts (y axis) vs. the
sentence lengths (x axis).

Class Description Example inputs

ABBREVIATION Abbreviations Dr., Mr., Ms.
ADDRESS Address expressions 34 Main st.
CARDINAL Normal numbers 3479, 90,581, ၁၀
CONNECTOR Ranges, ratios 19961997
DATE Date expressions 3/5/2018, 20180102
DECIMAL Decimal point numbers 234.79
DIGIT Digit sequences 1234, ၀၀၈
ELECTRONIC Email addresses and URLs hello@test.org
EMOTICON Emoticons/Emojis :), 8)
FRACTION Mathematical fraction 2

5 , ၁/၁၂၅
LSEQ Letter sequences UN,အ.လ.က
MEASURE Unit quantities 10 km, 30 sq.m.
MONEY Currency quantities $2.5, 1.2ကျပ်
TELEPHONE Phone numbers +(94) 123 4567
TIME Time expressions ညေန12:45, 4.33pm
VERBATIM Special symbol names ∆X + ∆Y

Table 3: Semiotic classes for Burmese.

missing sentencefinal punctuation. Overall, our segmen
tation corpus consists of 110,947 segmented entries. These
entries consist of 2,322,084 segments after segmentation,
which amount to 59,312 unique words in our corpus. The
entries vary in length, ranging from 2 words to 40 words,
with an average of 20.93 words per sentence. Figure 3
shows a histogram of the length distribution of these entries.

Models To gauge the performance of popular segmenta
tion methods using the collected data, we evaluated two
standard approaches to segmentation: conditional random
fields (CRF) (Lafferty et al., 2001), popular for Burmese (Pa
et al., 2015; Ding et al., 2016; Phyu and Hashimoto, 2017;
Ma and Yang, 2018), and feedforward neural networks
(NN) (Botha et al., 2017). Feed forward neural networks are
particularly suited for lowresource platforms, such as mo
bile devices, due to their relatively low footprint and com
putational complexity. We trained both types of models af
ter splitting the corpus into a training set (95%) and a test
set (5%) using an adhoc partition. No crossvalidation was
performed. The performance of both algorithms on the test
set is shown in Table 2. We chose the CRF as the better
performing model to be included in our TTS pipeline.

4.2. Text Normalization
A popular approach to designing text normalization
pipelines is to form it with two main components: a clas
sifier and a verbalizer (Ebden and Sproat, 2015). These
modules occupy the second stage in our pipeline (Figure 2)
following the word segmenter. Our Thrax grammars adhere
to this approach (Google, 2018b).
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Classified NSW markup Verbalization

cardinal|integer:-19| အန္ု တ် ဆယ့် ကိ္ု
connector|type:range| မှ
date|day:4|month:ဇွန်|style:2| ေလး ဇွန် လ
decimal|integer_part:4|fractional_part:5| ေလး ဒသမ ငါး
digit|digit:9| ကိ္ု း
concept|concept:O_o| စိတ်ရှုတ်မျက်နှာ
fraction|numerator:4|denominator:5| ပိ္ု င်းေဝ ေလး ပိ္ု င်းေြခ ငါး
letters|letters:အ၊လ၊က၊| အလက
measure|integer:7|units:second| ခ္ု နစ် စက္ကန့်
money|fractional_part:98|currency:gbp ကိ္ု း ဆယ့် ရှစ် ပဲနိ
time|hours:4|minutes:0| ေလး နာရီ
verbatim|verbatim:√| နှစ်ထပ်ကိန်းရင်း

Table 4: Some example verbalizations.

1 # Download Google Language Resources repository.
2 git clone https://github.com/google/language−resources.git
3 cd language−resources
4 # Build classification grammars and tests.
5 bazel build //my/textnorm/classifier/...
6 # Build verbalization grammars and tests.
7 bazel build //my/textnorm/verbalizer/...
8 # Run the unit tests.
9 bazel test //my/textnorm/...

Table 5: Setting up text normalization.

The classifier component identifies and classifies the non
standard words (NSW), a candidate set whose elements be
long to outofvocabulary tokens, in the segmented input
text (Sproat et al., 2001). Each NSW belongs to a certain
semiotic class (Taylor, 2009). These classes are often or
ganized into taxonomies which aim to cover most of the
practical use cases (Sproat et al., 2001; Ebden and Sproat,
2015; van Esch and Sproat, 2017). The semiotic classes
supported by our grammars are shown in Table 3 along with
the example inputs. Note that the classifier accepts both En
glish and Burmese expressions3. Once classified, the NSW
is converted to a simple structured markup. The verbalizer
component is responsible for converting the NSW markup
from a particular class to its corresponding word spelling,
as shown in Table 4.
Prerequisites The grammars4 reside in the Google Inter
nationalization Language Resources repository, along with
other resources for lowresource languages (Google, 2016).
The Bazel build system (Google, 2019) is required to com
pile the grammars which depend on Thrax (Roark et al.,
2012). Bazel is a flexible build system that is able to pull
further dependencies of Thrax, such as OpenFst finitestate
transducer framework (Allauzen et al., 2007), from their
respective remote repositories. The sequence of steps in
volving downloading the repository (line 2), compiling the
Burmese grammars (lines 5 and 7) and running the unit tests
(line 9) is shown in Table 5.
Using the Grammars The grammars compile into finite
state archive (FAR) files which contain collections of rules
expressed as weighted FSTs (Tai et al., 2011), each cor
responding to a particular semiotic class. Overall there

3At the moment the classifier only supports inputs in English
for addresses, abbreviations and measures.

4Available at https://github.com/google/
language-resources/tree/master/my/textnorm.

1 # Compile Thrax driver.
2 bazel build @thrax//:thraxrewrite−tester
3 # Check classification.
4 bazel−bin/external/thrax/thraxrewrite−tester \
5 −−far=bazel−bin/my/textnorm/classifier/classify.far \
6 −−rules=CLASSIFY
7 ...
8 # Check verbalization.
9 bazel−bin/external/thrax/thraxrewrite−tester \
10 −−far=bazel−bin/my/textnorm/verbalizer/verbalize.far \
11 −−rules=ALL
12 ...

Table 6: Commandline use of text normalization.

Voiced Labial Dental Alveolar Palatal Velar Glottal

p pʰ t tʰ k kʰ ʔStop ✓ b d g
tɕ tɕʰAffricate ✓ dʑ

θ s sʰ ʃ hFricative ✓ ð z
m̥ n̥ ɲ̥ ŋ̊Nasal ✓ m n ɲ ŋ

l̥Liquid ✓ l ɹ
w̥Glide ✓ w j

Table 7: Burmese consonants.

are 5 Burmesespecific individual classification grammars
(e.g., date.far) and further 10 prebuilt languageagnostic
grammars available in universal_rules.far. The gram
mars rely on the languageagnostic cardinal and ordinal
number grammar in number_names_rules.far. All the
grammars are combined into a single master classifica
tion grammar classify.far exposing the main rule (FST)
CLASSIFY for performing the classification. The verbalizer
components contains 14 Burmesespecific grammars in in
dividual FAR files, combined into an a single master verbal
ization grammar in verbalize.far that exposes the main
verbalization rule ALL. Table 6 shows the use of the Thrax
commandline driver for verifying individual rewrites for
the classifier and verbalizer grammars using an interactive
prompt.
System Integration The text normalization grammars
described above can be integrated into a broader TTS
pipeline using the Sparrowhawk text normalization frame
work (Google, 2015) which is an opensource version of
Google text normalization (Ebden and Sproat, 2015). While
we have not integrated Sparrowhawk with Burmese, the in
tegration is pretty straightforward and can be based on exist
ing integrations for other lowresource languages (such as
Sinhala and Khmer5) described by Sodimana et al. (2018)
that reside in the same language resource repository.

4.3. Phoneme Inventory
The representation of thirtyfour Burmese consonants is
shown in Table 7. The voiced liquid /ô/, sometimes de
noted /r/, is rare and serves as an optional variant of a palatal

5Available at https://github.com/google/
language-resources/tree/master/km/sparrowhawk.
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Figure 5: Very simplified depiction of Burmese tones.

glide /j/ in some loanwords of Pali origin (Watkins, 2001)
or in modern loanwords (Chang, 2009; Gruber, 2011). The
glide /w

˚
/ is rare, along with the voiced fricative /ð/ (Green,

2005). The main difference between our representation and
the literature is our choice of affricates: voiceless alveolo
palatals (/tC/ and /tCh/) instead of themore standard voiceless
postalveolars (/Ù/ and /Ùh/), and voiced alveolopalatal /dý/
instead of voiced postalveolar /Ã/. Although not part of the
consonant inventory, a special symbol /ð/, a placeless nasal,
is often used to denote either a nasal consonant or simply a
nasal quality on the vowel syllabic nucleus (Green, 2005;
Gruber, 2011).
Our choice of vowel inventory follows the asymmetrical
distribution of vowels provided by Watkins (2000). We
divide the inventory into two sets. The first set, shown
on the lefthand side of Figure 4, contains vowels that oc
cur in orthographically open syllables and are not nasal
ized (Watkins, 2001). This set consists of eight vowels that
include the schwa (/@/). Some representations do not as
sign the schwa phonemic status because it occurs as an allo
phone (Chang, 2009). The second set, shown on the right
hand side of Figure 4, occurs either as nasalized or in the
syllables closed by a glottal stop. This set consists of four
vowels, two of which (/E/ and /a/) are shared with the first
set, although /E/ can only appear in nonnasalized syllables.
Burmese has four diphthongs (shown in lighter, blue, color)
which also belong to the second set. The phonotactics re
quire that these must be closed by either a glottal stop or a
placeless nasal (Green, 2005).
As mentioned in Section 3, Burmese has four tones: low

1 # Download Google Language Resources repository.
2 git clone https://github.com/google/language−resources.git
3 cd language−resources
4 # Build G2P grammars and helper tool.
5 bazel build −c opt my:g2p
6 # Run G2P on command line.
7 echo ”ကား” | bazel−bin/my/g2p
8 → k á

Table 8: Downloading and building G2P.

(/à/), high (/á/), creaky (/a
˜
/) and checked (/a

“
/) (Green,

2005). The checked tone is sometimes referred to as
killed (Watkins, 2000) or glottal (Chang, 2009). Burmese
tones are a complex phenomena that can be explained only
with reference to several aspects of the language’s phono
logical structure, including the features of pitch, phonation
type and vowel quality, among others (Gruber, 2011). Ac
cording to Watkins (2001), the low, high and creaky tones
may be described in terms of modification of the vowel
feature alone. The killed tone modifies vowels from the
second subset, always includes a syllablefinal glottal stop
and is not possible in syllables with nasal rhymes (Green,
2005). A very simplified diagram of this tonal system is
shown in Figure 5. Because the tones potentially transform
each vowel into up to four phonemes, we end up with the
phoneme inventory consisting of 88 symbols: 34 conso
nants and 54 vowels.

4.4. GraphemetoPhoneme Conversion
Similar to text normalization, the G2P conversion gram
mar (Google, 2018a) resides in the Google International
ization Language Resources repository (Google, 2016) and
can be built using Bazel. The grammar (burmese.grm)
is based on the Thrax grammar language and compiles
into a weighted finitestate transducer with graphemes on
the input tape and phonemes on the output tape. The
grapheme and phoneme alphabets are specified in the
grapheme.syms and phoneme.syms symbol table files
collocated with the grammar file. The phoneme alphabet
contains the phoneme inventory described in Section 4.3.
The simple sequence of commands required to fetch, com
pile and use the G2P grammar on the commandline is
shown in Table 8. The grammar compiles into a weighted
FST (in OpenFst format) with 195 states and 2966 arcs, with
input and output cycles (139 input and 263 output epsilons,
respectively). The FST accepts Unicode characters from the
Myanmar block as defined in Unicode Standard (The Uni
code Consortium, 2015) and outputs phonemes represented
in IPA.
The transducer complexity relates to the nontrivial struc
ture of the corresponding grammar which involves compo
sition of several stages of processing which include

• Orthographic processing that involves reordering of me
dial consonant markers, if required, unifying variant
spellings, normalizing the vowels (e.g., “ဣ”→ “အိ”) and
unstacking complex stacked consonants (e.g., kinzi: ဂင်္ ).

• Core G2P rewrites, such as turning the historical palatal
stops into alveolar fricatives (e.g., “ဆ”→ /sh/).
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Figure 6: Structure of the Burmese speech corpus.

• Transformations that depend on the position in a syllable,
i.e. are coda or nucleusspecific (e.g., handling nucleus
final “ည”).

• Phonological transformations, such as turning palatal af
fricates into allophones of the velars (e.g., /kh j/→ /tCh/).

• Pronunciation exceptions that arise from various
graphemic combinations, handling the special markers
(such as locative “၌” and possessive “၏”), and so on.

5. Overview of the Corpus
In this section we provide an overview of the free multi
speaker Burmese speech dataset that we built (Burmese
Corpus, 2019).
Distribution and Licensing The corpus is opensourced
under “Creative Commons AttributionShareAlike” (CC
BY-SA 4.0) license (Creative Commons, 2019) and hosted
on the Open Speech and Language Resources (OpenSLR)
repository (Povey, 2019). The OpenSLR identifier for
the corpus is SLR80, the International Standard Lan
guage Resource Number (ISLNR) (Mapelli et al., 2016) is
999-939-436-742-06.
The corpus structure is shown in Figure 6. Collections of
audio and the corresponding transcriptions are stored in a
separate compressed archive for each gender. Only the fe
male recordings are released at present. Transcriptions are
stored in a line index file, which contains a tabseparated
list of pairs consisting of the audio file names and the corre
sponding handcurated transcriptions that were segmented
at the word level. The name of each utterance consists
of three parts: the symbolic dataset name (bur), the four
digit speaker ID and the 10digit hash. The 48 kHz single
channel audio files are provided in 16 bit linear PCM RIFF
format.
The Recording Process The speakers were all volunteer
participants aged between 25 and 35. The recording took
place in Yangon, Myanmar, in a rented studio. Using mul
tiple speakers for the recording allowed us to obtain more
data without putting too much burden on each of the vol
unteers, who were not professional voice talents. All the
speakers where native speakers of Burmese. We recorded
the audio with an ASUSZenbookUX305CA fanless laptop,
a Neumann KM 184 microphone and a Blue Icicle XLR
USB A/D converter.
The audio was recorded using our webbased recording
software. Each speaker was assigned about 150–200 sen
tences to read. The tool recorded each sentence at 48 kHz
(16 bits per sample). We also used inhouse software for
quality control where reviewers could check the recording

6Available at http://www.openslr.org/80/.
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Figure 7: Speech corpus properties.

against the recording script and provide additional com
ments when necessary.
Since the speakers were not professional voice talents, their
recordings could contain problematic artifacts such as un
expected pauses, spurious sounds (like coughing or clear
ing the throat) and breathy speech. As a result, it was very
important to conduct quality control (QC) of the recorded
audio data. All recordings went through a quality control
process performed by trained native speakers to ensure that
each recording (1) matched the corresponding script (2) had
consistent volume (3) was noisefree (free of background
noise, mouth clicks, and breathing sounds) and (4) consisted
of fluent speech without unnatural pauses or mispronuncia
tions. The reviewers could use the QC tool to edit the tran
scriptions to match the recording. Utterances not meeting
the above criteria were discarded.

Basic Statistics The corpus consists of 2,528 utterances
from 20 female speakers with the corresponding manu
ally segmented transcriptions. Transcriptions contain 9,941
unique words and 22,443 words in total. Some of the basic
properties of the corpus are shown in Figure 7. The du
rations of the audio utterances (a) are between 2.5 and 12
seconds, with the majority of the utterances having dura
tions between 4 to 7.5 seconds. The sentence lengths (b)
are between 55 and 360 Unicode characters, the majority
of the sentences have between 120 and 230 characters. The
arithmeticmeans of the absolute values of the audio samples
(e) for the majority of the utterances are between 0.01 and
0.03. These values indicate the presence of a small direct
current (DC) component in the signals, also known as DC
offset, which can be removed using signal processing tech
niques (Gu and Yu, 2000; KarimiGhartemani et al., 2011).
We also measured the maximum peak levels for the record
ings (f) to ensure that the audio does not clip and to gauge
the loudness levels. The spread in the maximum peak level
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values as well as minimum and maximum amplitude val
ues in subfigures (c) and (d) reflects the fact that the dataset
has multiple speakers and has been recorded under varying
conditions.

6. Experiments
Model Architecture Details We used the long short term
memory recurrent neural network (LSTMRNN) acoustic
model configuration originally proposed by Zen and Sak
(2015) to build an acoustic model using the corpus de
scribed in the previous section. LSTMRNNs are designed
to model temporal sequences and longterm dependencies
within them (Hochreiter and Schmidhuber, 1997). To de
termine the phoneme time boundaries, prior to training the
models the audio was forcealigned with the corresponding
transcriptions (Young et al., 2006).
Two unidirectional LSTMRNNs for duration and acous
tic parameter prediction are used in tandem in a stream
ing fashion. Given the input features, the goal of the du
ration LSTMRNN is to predict the duration (in frames) of
the phoneme in question. This prediction, together with
the input features, is then provided to the acoustic model
which predicts smooth acoustic vocoder parameter trajec
tories. The smoothing of transitions between consecutive
acoustic frames is achieved in the acoustic model by using
recurrent units in the output layer.
The input features used by both the duration and the acoustic
models consist of onehot linguistic features that describe
the utterance including the phonemes, syllable counts, dis
tinctive features and so on. An additional important feature
that we use is a onehot speaker identity feature. When us
ing a model trained on multiple speakers, this feature is in
strumental in forcing the consistent speaker characteristics
on the output of the model. In other words, it forces the
voice to sound like the requested speaker.
The original audio was downsampled to 24 kHz. Then
melcepstral coefficients (Fukada et al., 1992), logarith
mic fundamental frequency (logF0) values (interpolated in
the unvoiced regions), voiced/unvoiced decision (boolean
value) (Yu and Young, 2011), and 7band aperiodici
ties were extracted every 5 ms, similar to (Zen et al.,
2016). These values form the output features for the
acoustic LSTMRNN and serve as input vocoder parame
ters (Agiomyrgiannakis, 2015). The output features for the
duration LSTMRNN are phoneme durations (in seconds).
The input features for both the duration and the acoustic
LSTMRNN are linguistic features. Both the input and out
put features were normalized to zero mean and unit vari
ance. At synthesis time, the acoustic parameters were syn
thesized using the Vocaine vocoding algorithm (Agiomyr
giannakis, 2015).
The architecture of the acoustic LSTMRNN consists of a
1×128ReLU layer (Zeiler et al., 2013) followed by 3×160
cell LSTM with recurrent projection (LSTMP) layers (Sak
et al., 2014) with 64 recurrent projection units and a linear
recurrent output layer (Zen and Sak, 2015). The architec
ture of the duration LSTMRNN consists of a 1×128ReLU
layer followed by a single 160cell LSTMP layer with a
feedforward output layer with linear activation. Acoustic
and duration networks were trained using ϵcontaminated

Gaussian loss function (Zen et al., 2016) with exponentially
decaying learning rate of 2−6 and a batch size of 4.
Results and Discussion We chose five outofdomain
sentences in order to establish the best sounding speaker for
the next stage of experiments. The best sounding speaker
with identity 4409 (speaker identities are encoded in the au
dio file names described in Section 5) was chosen by con
sensus from five evaluators.
We then performed subjective evaluation of the voice result
ing from applying the best speaker identity feature by Mean
Opinion Score (MOS) testing (Streijl et al., 2016). A sys
tem pipeline includes all the opensource components and
data described in this paper. A set of 100 sentences was
used that are neither in the training data, nor in the five
sentence set used for best speaker selection. Each sentence
was rated by five different native speakers who were asked
to rate each utterance on a 5point scale (1: worst, 5: best).
The resultingMOS score (with the corresponding 95% con
fidence interval) is 3.63±0.10, which ranks as reasonable
on MOS scale and is overall competitive with the results
of similar MOS evaluations reported in (Thu et al., 2015c;
Hlaing et al., 2018). It is interesting to note that our system
outperforms a somewhat similar LSTMRNN configuration
but fares worse when compared to the hybrid LSTMRNN
configuration recently reported by Hlaing et al. (2019). In
their tests these two configurations scored 3.26±0.35 and
4.01±0.20 MOS, respectively. The differences in perfor
mance can be attributed to many factors, such as quality of
the data and phoneme forced aligner algorithms, neural net
work parameters, linguistic pipeline differences and so on.

7. Conclusions and Future Work
In this paper we presented three opensource components
for building Burmese texttospeech pipelines: a free multi
speaker dataset of Burmese speech with the correspond
ing transcriptions (to the best of our knowledge, this is the
first such dataset open to all with no restrictions) and the
opensource finitestate transducer grammars for perform
ing text normalization and graphemetophoneme conver
sion. We showed that by using this data and algorithms in
a reasonably standard LSTMRNN pipeline well suited for
lowresource scenarios, the resulting model scores compet
itively when compared to other systems reported in the lit
erature. We hope the corpus and the grammars described in
this paper will contribute to the burgeoning field of Burmese
speech and language research and help advance stateof
theart for other significantly more lowresource languages
of TibetoBurman family.
As part of future experiments, it will interesting to see
our Burmese corpus combined with other language corpora
from broader SinoTibetan family to train a multilingual
SinoTibetan model. This will open up venues for interest
ing investigations, such as testing whether transfer learning
improves certain aspects of the Burmese speech synthesis
(such as tone quality).
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