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Abstract
Depression and related mental health issues are often reflected in the language employed by the individuals who suffer from these
conditions and, accordingly, research in Natural Language Processing (NLP) and related fields have developed an increasing number of
studies devoted to their recognition in social media text. Some of these studies have also attempted to go beyond recognition by focusing
on the early signs of these illnesses, and by analysing the users’ publication history over time to potentially prevent further harm. The
two kinds of study are of course overlapping, and often make use of supervised machine learning methods based on annotated corpora.
However, as in many other fields, existing resources are largely devoted to English NLP, and there is little support for these studies in
under resourced languages. To bridge this gap, in this paper we describe the initial steps towards building a novel resource of this kind -
a corpus intended to support both the recognition of mental health issues and the temporal analysis of these illnesses - in the Brazilian
Portuguese language, and initial results of a number of experiments in text classification addressing both tasks.
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1. Introduction
Depression and related mental health issues are well-known
challenges of modern life, and are often reflected in the
language employed by the individuals who suffer from
these conditions. Accordingly, research in Natural Lan-
guage Processing (NLP) and related fields have developed
an increasing number of studies devoted to the computa-
tional recognition of depression, anxiety, bipolar disorder,
anorexia, suicidal thought and many others from social me-
dia text (usually Twitter or Reddit) (Resnik et al., 2013;
Resnik et al., 2015; Jamil et al., 2017; Yates et al., 2017;
Orabi et al., 2018). In addition to these, a second line
of research has recently attempted to go beyond recogni-
tion by focusing on the early signs of these illnesses, and
by analysing the users’ publication history over time to
potentially anticipate treatment and prevent further harm
(Trotzek et al., 2018b; Losada et al., 2019).
The two kinds of study are of course overlapping, and
usually make use of supervised machine learning meth-
ods based on annotated corpora (Coppersmith et al., 2015;
Losada et al., 2017; Yates et al., 2017). As in many other
fields, however, existing resources are largely devoted to
English NLP, and there is little support for studies of this
kind in under resourced languages.
To help bridge this gap, this paper describes the initial steps
towards building a novel language resource of this kind,
namely, a Brazilian Portuguese corpus of tweets written by
users with a diagnosed mental health issue. The corpus
- hereby called DepressBR - is intended to support both
standard recognition of depression and related issues as in
Coppersmith et al. (2015), and temporal analysis of these
illnesses as in Losada et al. (2017). The corpus consists
of a collection of tweets written by individuals who self-
reported a mental health issue or the beginning of a treat-
ment for one such condition at a specific, well-defined point
in time and, as a control group, tweets written by users who
did not suggest having any condition of this kind.
In its initial version, the DepressBR corpus contains 616k

tweets (7.3mi words) and, although still smaller than sim-
ilar resources for the English language, is presently taken
as the basis of three experiments focused on tweet-level
classification intended to illustrate the possible use of the
data collected so far. The first two experiments address the
recognition of mental health issues, and the third consists of
an analysis of how much data is actually needed for classifi-
cation given the goal of anticipating diagnoses as far ahead
as possible.
The rest of this paper is structured as follows. Section 2 re-
views existing work in depression detection in text, and re-
lated tasks. Section 3 describes our own data collection task
and presents descriptive statistics of the corpus obtained so
far. Section 4 reports an experiment to detect users with
mental health issues based on the entire corpus data, and
Section 5 addresses the same task by focusing only on mes-
sages in which users talk about themselves. Section 6 dis-
cusses the early detection of mental health issues, and Sec-
tion 7 presents additional remarks and discusses the next
steps in the current project.

2. Background
The present work combines many of the guidelines applied
to the collection of the CLPsych-2015 shared task corpus
(Coppersmith et al., 2015) whilst keeping the notion of tem-
poral information required for early detection of mental is-
sues as proposed in Losada and Crestani (2016). These and
other related studies are briefly reviewed as follows.
The CLPsych-2015 corpus (Coppersmith et al., 2015) con-
tains tweets produced by 1,746 users in the English lan-
guage. The corpus was developed as a resource for
the study of depression and post-traumatic stress disorder
(PTSD) detection in the context of a shared task. Instances
of depressed users were identified by searching for self-
reported diagnoses as in ‘I was just diagnosed with depres-
sion/PTSD’. The publicly available labelled dataset con-
tains 327 depressed and 246 PTSD users, with age- and
gender-matched control users.
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Among the participant systems in the CLPsych-2015
shared task, the work in Resnik et al. (2015) obtained the
overall best results. The work presented a number of mod-
els that combine supervised LDA, TF-IDF counts and oth-
ers using SVM classifiers, with results that were consis-
tently high for both depression and PTSD detection.
In Losada and Crestani (2016) a corpus of English texts is
created by following a method similar to Coppersmith et
al. (2015). The work argues against the use of Twitter data
for the task by pointing out that Twitter data is generally
difficult to redistribute and usually limited to up to 3,200
messages per user. Thus, the Reddit domain was chosen
instead. The corpus contains 137 users in the depressed
category, and further 755 in a control group.
The corpus in Losada and Crestani (2016) was taken as the
basis for two shared tasks on depression detection (Losada
et al., 2017; Losada et al., 2018) called eRisk, in which
the computational detection of early signs of mental con-
ditions, datasets and relevant metrics were discussed in de-
tail. Among the participant systems in the eRisk tasks, a se-
ries of experiments in Trotzek et al. (2018a; Trotzek et al.
(2018b) have attempted a large number of computational
strategies. Among these, an ensemble model that com-
bines different base predictions (including user-level lin-
guistic meta data, bag of words, neural word embeddings,
and convolutional neural networks) was found to obtain the
best overall results.
In addition to the CLPsych-2015 and eRisk shared task se-
ries, an increasingly large number of studies have focused
on depression detection on social media in English using
similar resources. Among these, the work in Yates et al.
(2017) presents a large dataset in the Reddit domain, con-
taining 9,210 diagnosed and 107,274 control users. The
work shows that a CNN model outperforms (with an av-
erage F1 score of 0.51) MNB and SVM baseline classi-
fiers based on two feature sets: standard bag of words,
and a feature-rich model comprising bag of words features
encoded as sparse weighted vectors, psycholinguistics-
motivated LIWC word counts (Pennebaker et al., 2001) and
emotion-related lexical features.
The work in Jamil et al. (2017) presents user- and tweet-
level depression classifiers based on the CLPsych-2015 cor-
pus and on a collection of 8,753 messages produced in the
context of an awareness campaign called Bell Let’s Talk
2015. Messages were written by 60 Twitter users, being 30
identified as depressed and another 30 as part of a control
group. Both tasks made use of SVM classifiers and, since
the dataset was found to be heavily imbalanced (with 95%
of tweets unrelated to depression), some of the reported ex-
periments performed SMOTE re-sampling (Chawla et al.,
2002). The models under discussion made use of a wide
range of feature combinations, including bag of words,
polarity, depression and LIWC word counts, community-
related and sentiment features, among others.
Finally, the work in Orabi et al. (2018) addresses the issue
of depression classification on Twitter by presenting a se-
ries of CNN and BI-LSTM models with optimised word
embeddings. The study also makes use of training data
provided by the CLPsych-2015 corpus (Coppersmith et al.,
2015) and test data provided by the Bell Let’s Talk cor-

pus (Jamil et al., 2017). For the CLPsych-2015 data, a
CNN model with a global max pooling layer was found to
outperform a number of alternatives, including other CNN
and LSTM architectures. For the Bell Let’s talk data, the
best alternative consisted of a model based on a CNN Multi
Channel architecture.

3. Corpus
As a means to further research in the classification of de-
pression and related mental health issues from Brazilian
Portuguese text, we collected a Twitter corpus consisting
of users who reported being diagnosed with a mental con-
dition by a professional, or who reported starting treatment
for one such condition. To this end, we only considered
cases in which the diagnosis or treatment start is explicitly
mentioned, allowing us to pinpoint a specific moment that
clearly divides the user’s publication history in two groups:
messages written before the diagnosis/treatment event, and
those written during or after the event.
In addition to that, we also collected data from a disjoint
group of users who discuss mental health issues on Twit-
ter, but who do not suggest being diagnosed or under treat-
ment in any way. The organisation of this data, hereby
referred to as the ‘diagnosed’ and ‘control’ groups, is de-
tailed in the next section. It should be clear, however, that
there is no guarantee that the control group is free from
users who might be under mental health treatment and, con-
versely, there is no guarantee that all users in the diagnosed
group have been truly diagnosed/treated either. Although
our preliminary analysis of the message history below sug-
gests that the number of false positives is likely small, a
certain amount of noise is assumed to be part of the present
computational challenge.

3.1. Procedure
We created a corpus for the study of mental health issues
by searching Brazilian Twitter for ‘diagnosed’ users. To
this end, we ran a number of queries with terms that de-
note depression, anxiety, bipolar and panic disorders, and
which are related to terms that denote diagnosis, medical
treatment, or the use of antidepressant drugs (which imply
a medical prescription.) The kinds of query under consid-
eration, translated from the original Portuguese, are sum-
marised as follows.

• prescribed antidepressants
• I started taking antidepressants
• I started treatment + antidepressants / depression /

anxiety / bipolar / panic
• I + diagnosed + depression / anxiety / bipolar / panic
• today doctor said I + depression / anxiety / bipolar /

panic

All messages that matched the queries were manually in-
spected and, in case that they seemed sufficiently genuine,
we collected the 3,200 most recent messages written by
their authors, which are therefore labelled at user level only.
For each selected author, messages were examined so as to
identify the specific point in time in which the diagnosis or
treatment started, and to single out the subset of messages
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that were published prior to the event. Thus, for instance,
the date referred to in ‘Last Friday I started taking antide-
pressants’ is marked as the time of the diagnosis/treatment
event. When it was not possible to unambiguously pinpoint
a date prior to the diagnosis/treatment event, or when the
event occurred before the 3,200 messages publication his-
tory, the user and all his/her messages were discarded from
the dataset. This was mainly the case of vague (e.g., ‘I
was once diagnosed with depression’), distant (e.g., ‘Ten
years ago I was treated for anxiety’) or continuous treat-
ment (e.g., ‘Today doctor prescribed me even more antide-
pressants’) events. After filtering out unsuitable cases, all
data that passed these consistency checks were taken as part
of the ‘diagnosed’ group in our corpus.
Regarding the control group, we face the challenge of iden-
tifying users that were not diagnosed or treated for men-
tal health problems at all. This is obviously complicated
by the fact that not explicitly self-reporting a mental health
treatment cannot be taken as evidence of not being under
treatment.
Since Twitter does not support well-defined groups such as
Reddit depression communities considered in Losada and
Crestani (2016), we decide to spread the risk of including
users with an unreported diagnose/treatment in the control
group by selecting small groups from a number of cate-
gories. More specifically, we searched for users who mani-
fested an interest in mental health issues either as (i) a gen-
eral concern (e.g., by promoting the ‘Yellow September’
suicide prevention campaign), (ii) as a concern towards a
particular person who suffered from a mental health issue
(e.g., a friend etc.), or (iii) for being a Psychology student
with a particular interest in the depression topic. The rele-
vant queries are summarised as follows, once again adapted
from the Portuguese original.

• take care (of your) friend + yellow September
• help (a,your) friend + depression
• friend diagnosed (with) depression
• friend takes antidepressant
• Psychology student + depression
• lost + friend + depression

Messages obtained in response to these queries were manu-
ally inspected to remove users who suggested (in the same
or in another message) that they were under psychological
treatment themselves.

3.2. Data collection results
As in Coppersmith et al. (2015), at this initial stage of our
project we chose to create a relatively well-balanced dataset
- which favours the comparison among machine learning
methods - rather than creating a dataset that reflects the
class balance that would be observed in a more realistic set-
ting. This, according to Coppersmith et al. (2015), would
require a control group 7-15 times larger than the diagnosed
group.
We selected 106 diagnosed and 118 control users as dis-
cussed in the previous section. Table 1 presents descriptive
statistics of the final dataset.

Diagnosed Control Overall
users 106 118 224
words 3,404,156 3,958,011 7,362,167
messages 284,341 332,028 616,369
words/msgs 11.97 11.92 11.94
vocabulary 206,826 243,327 386,202

Table 1: Descriptive statistics for the entire corpus after re-
moval of undetermined language messages.

Although messages are consistently short in both classes
(i.e., on average less than 12 words per tweet), we notice
that the diagnosed group produced fewer messages, and has
a smaller vocabulary if compared to the control group. Both
vocabularies are however still large since at this stage we
have not performed any pre-processing or feature selection.
Table 2 presents descriptive statistics regarding the sub-
set of messages prior to the diagnosis/treatment self-report
made by diagnosed users.

Metrics Mean Min. Max.
Number of messages 1,671 48 3,144
Number of words 19,188 489 46,757
Time span (days) 536 1 2,840

Table 2: Descriptive statistics for messages prior to the self-
reported diagnosis or treatment.

The data includes three users whose elapsed time between
the start of his/her Twitter history and diagnosis is shorter
than one week, and one user whose elapsed time is only one
day, which is of course inadequate for prediction purposes.
For most users, however, the actual time span is consider-
ably large, with about one third of them providing at least
one year of data prior to diagnosis, with an average of 1.4
years (1.67k tweets) of data history.
Figure 1 illustrates the distribution of users according to the
number of days of data history prior to diagnosis/treatment.

Figure 1: Users distribution according to number of days of
data history prior to diagnosis/treatment.
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4. Experiment 1: Detecting
depression-related tweets

As a means to illustrate the computational challenge of de-
tecting diagnosed Twitter users, we ran a simple experiment
involving a number of tweet-level classification models. In
doing so, our goal is to produce initial results to be taken as
reference for more developed studies based on the present
dataset.

4.1. Models
The experiment considers three standard text classifiers
- based on psycholinguistics-motivated features, TF-IDF
counts and averaging word embeddings - and a majority
class baseline system. These are summarised in Table 3
and further discussed below.

Model Method Features
LR.LIWC Log.regression LIWC word counts
LR.Tfidf Log.regression K-best TF-IDF counts
MLP.WordEmb Multilayer perc. Avg. word embeddings
Baseline Majority class na

Table 3: Models

The LR.LIWC model takes as an input the 64-feature set
provided by the Brazilian Portuguese version of the LIWC
dictionary (Pennebaker et al., 2001) discussed in Balage
Filho et al. (2013). LIWC provides word categories based
on affective (positive and negative emotions, anger etc.),
cognitive (e.g., insight, causation etc.) and perceptual pro-
cesses (e.g., see, hear etc.), among others, and it is a popular
knowledge source for sentiment analysis and author profil-
ing models in general (dos Santos et al., 2017; Silva and
Paraboni, 2018b; Silva and Paraboni, 2018a).
LR.LIWC is built by counting the number of words belong-
ing to each LIWC category. When a word belongs to more
than one categories simultaneously (e.g., ‘he’ is both a pro-
noun and a masculine word), all corresponding counts are
updated. After scanning the entire document, counts are
divided by the total number of words, therefore creating
64-feature vectors with values within the 0..1 range. The
model uses logistic regression with balanced class weights,
L2 penalty and a lbfgs solver.
The LR.Tfidf model takes as an input TF-IDF vectors com-
puted from the input document, and subsequently reduced
to the k=15,000 best features with the aid of univariate fea-
ture selection using ANOVA f-value as a score function.
The model also uses logistic regression with balanced class
weights, L2 penalty and the lbfgs solver.
Finally, the MLP.WordEmb model takes as an input a
document representation built from self-trained TF-IDF-
weighted average word embeddings of size 100, which in
turn are computed using Word2vec Skipgram (Mikolov et
al., 2013). Document vectors are created by computing the
weighted average of individual word embedding vectors
multiplied by the individual TF-IDF scores of each word.
In doing so, only word embeddings corresponding to the
k=15,000 best features are considered. As in the previous
LR.Tfidf model, features are selected with the aid of univari-

ate feature selection using ANOVA f-value as a score func-
tion. MLP.WordEmb uses a multi-layer perceptron (MLP)
classifier with one hidden layer of 25 neurons, rectified lin-
ear unit (ReLU) as an activation function, and Adam as a
solver.
All models take as an input the entire set of messages writ-
ten by every individual. In the case of the diagnosed class,
however, the message denoting the diagnosis or treatment
event was removed to prevent the classifiers from finding a
trivial solution (e.g., by focusing on expressions of the kind
‘I was diagnosed’ etc.) For evaluation purposes, a random
80:20 stratified train-test split was performed.

4.2. Results
Table 4 summarises results for diagnosed versus control
classification obtained by each of the models introduced in
the previous section, and overall classification results (i.e.,
obtained by taking both classes into account.)
From these results we notice that recognising diagnosed
users is considerably more challenging than recognising
those in the control group, and that LR.Tfidf outperforms
the alternatives for both classes.

5. Experiment 2: Focusing on self reports
Using the entire set of messages written by an individual to
detect mental health issues may be problematic given that
many - or possibly most - messages may be neutral with
respect to his/her feelings or thoughts. To shed light on
this issue, we envisaged a variation of the previous experi-
ment in which we focus on self reports only. More specif-
ically, we applied a simple heuristics to retain only those
messages containing the first person ’I’ pronoun from the
corpus. In doing so, the original set of 616,369 messages
(284,341 written by diagnosed and 332,028 written by con-
trol users) was reduced to 118,309 messages (55,648 writ-
ten by diagnosed and 62,661 written by control users.)

5.1. Models
The experiment considers the same classifiers in the pre-
vious Table 3 in Section 4.1., namely, LR.LIWC, LR.Tfidf,
MLP.WordEmb and the majority class baseline.

5.2. Results
Table 5 summarises results for diagnosed versus control
classification obtained by each of the models discussed in
the previous section when using only messages that in-
cluded the ‘I’ pronoun, and overall classification results.
Once again, the use of TF-IDF counts with univariate
feature selection outperforms the alternatives. However,
we notice that focusing on self report messages, although
greatly simplifying the classification task, has decreased
overall results if compared to those obtained in the previ-
ous experiment, which were based on the entire dataset.
Clearly, messages that do not contain the ‘I’ pronoun are
relevant for the detection of mental health issues in text as
well. These may include, for instance, messages containing
possessive pronouns (e.g., ‘mine’) and others presently not
accounted for (Paraboni and de Lima, 1998; Cuevas and
Paraboni, 2008).
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Diagnosed Control Overall
Model P R F P R F P R F
Majority 0.00 0.00 0.00 0.54 1.00 0.70 0.29 0.54 0.38
LR.LIWC 0.48 0.53 0.50 0.56 0.51 0.53 0.52 0.52 0.52
MLP.WordEmb 0.56 0.52 0.54 0.62 0.65 0.63 0.59 0.59 0.59
LR.Tfidf 0.68 0.63 0.65 0.70 0.75 0.72 0.69 0.69 0.69

Table 4: . Classification of Twitter users with diagnosed mental health issues based on the entire set of messages written by
each individual. Best F1 scores for each class are highlighted.

Diagnosed Control Overall
Model P R F P R F P R F
Majority 0.00 0.00 0.00 0.54 1.00 0.70 0.29 0.54 0.38
LR.LIWC 0.50 0.53 0.51 0.56 0.52 0.54 0.53 0.53 0.53
MLP.WordEmb 0.53 0.43 0.48 0.57 0.66 0.61 0.55 0.56 0.55
LR.Tfidf 0.62 0.61 0.61 0.66 0.67 0.66 0.64 0.64 0.64

Table 5: . Classification of Twitter users with diagnosed mental health issues based on self reports only. Best F1 scores for
each class are highlighted.

6. Experiment 3: Early detection of
mental health issues

Finally, as a means to illustrate the potential for early de-
tection of mental health issues in the current corpus, we
envisaged an experiment to classify diagnosed users based
on tweet sets of different sizes, all of which selected from
their earliest publications. In doing so, our goal is to assess
the amount of data required for identifying users who will
develop a mental condition, and how early (i.e., before the
actual diagnosis/treatment event) identification is possible.

6.1. Models
We created five classification tasks by varying the amount
of data that each model had access to. For the diagnosed
class, we selected the earliest 10, 50, 100, 200 or 500 tweets
of each user. As a control group, we randomly selected
similarly sized sets of tweets from every user in the control
portion of the corpus data. The resulting class distribution
is summarised in Table 6.

Tweets Diagnosed Control
Earliest 10 1,060 1,180
Earliest 50 5,296 5,900
Earliest 100 10,442 11,800
Earliest 200 20,339 23,600
Earliest 500 47,988 59,000

Table 6: Class distribution for different portions of the
users’ earliest tweets.

For all datasets, we used the LR.Tfidf and LR.LIWC classi-
fiers discussed in the previous section.

6.2. Results
Table 7 presents weighted F1 score obtained for the diag-
nosed class based on each dataset, and the average num-
ber of days by which diagnosis could in principle be antici-
pated. This is computed as the number of days between the

date of the actual diagnosis/treatment and the date of the
latest tweet that the classifier had access to.

Tweets Avg. Days LR.LIWC LR.Tfidf
Earliest 10 497 0.51 0.55
Earliest 50 474 0.48 0.58
Earliest 100 457 0.49 0.58
Earliest 200 415 0.49 0.61
Earliest 500 339 0.50 0.64

Table 7: Weighted F1 scores for the diagnosed group, and
average number of days of diagnosis anticipation based on
different portions of the users’ Twitter history. Best F1
scores for each dataset are highlighted.

From these results, a number of observations are warranted.
First, we notice that using more data improves results for
LR.Tfidf, whereas LR.LIWC results remain relatively stable.
Second, LR.Tfidf makes potentially useful predictions even
from a very small dataset (e.g., when using only the ten ear-
liest publications of each user.) Moreover, even when the
longest (500 tweets) data history is considered, diagnosis
could still be anticipated in almost one year, on average.

7. Final Remarks
This paper described the collection of the DepressBR cor-
pus of messages written by individuals who self-reported a
mental health condition or the start of a treatment for one
such condition at a specific, well-defined point in time, and
a control group of tweets written by users who did not ex-
plicitly report any condition of this kind. The corpus is in-
tended as a resource for the automated recognition of men-
tal health conditions in the Brazilian Twitter domain, with
a particular focus on the issue of early detection (i.e., prior
to the moment in each the diagnosis or treatment actually
started.)
As a means to illustrate the use of the data collected so far,
three experiments in tweet-level classification were carried
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out: the recognition of mental health issues from either the
entire set of messages, or from the subset of messages con-
taining first person pronouns only, and an analysis of how
much data was actually needed for classification given the
goal of anticipating the diagnoses as far ahead as possible.
Preliminary results are in our view encouraging - in partic-
ular, we notice that even with a relatively small number of
messages it is in principle possible to anticipate a mental
health issue in several weeks or months - and pave the way
for more focused research on this computational task.
As future work, we intend to expand the corpus by identify-
ing more diagnosed users and, in particular, we are aware of
the need for expanding the control group to model more re-
alistic scenarios. We also intend to investigate more refined
message selection strategies as a means to identifying rel-
evant information sources for user-level classification. We
notice also that the availability of a larger dataset should en-
able us to make use of more recent deep learning methods
in the present tasks.
Other possible lines of investigation include using compu-
tational models of personality recognition (Ramos et al.,
2018; dos Santos et al., 2020), author profiling (Hsieh et
al., 2018) and moral stance classification (dos Santos and
Paraboni, 2019) to aid the detection of mental health issues
in text, possibly combined with ensemble methods for text
classification (Custódio and Paraboni, 2018).
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