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Abstract
In this study, we investigate the use of Brown clustering for offensive language detection. Brown clustering has been shown to be of
little use when the task involves distinguishing word polarity in sentiment analysis tasks. In contrast to previous work, we train Brown
clusters separately on positive and negative sentiment data, but then combine the information into a single complex feature per word.
This way of representing words results in stable improvements in offensive language detection, when used as the only features or in
combination with words or character n-grams. Brown clusters add important information, even when combined with words or character
n-grams or with standard word embeddings in a convolutional neural network. However, we also found different trends between the two
offensive language data sets we used.
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1. Introduction
Over the last two decades, the increase in the use of social
media has led to an increase in offensive language. Social
media often allow anonymous access, and users increas-
ingly use this anonymity to publicize aggressive or offen-
sive attitudes. Because of the vast volume of data produced
on social media platforms every day, we need automated
methods that can detect hate speech without restricting peo-
ple’s right to freedom of expression.
Research on offensive language detection has mostly con-
centrated on using machine learning algorithms with a set
of shallow lexical features such as word or character n-
grams (e.g., (Warner and Hirschberg, 2012; Malmasi and
Zampieri, 2018)). One of the challenges that these ap-
proaches face is data sparsity since such shallow features
do not generalize well: We may not have seen the exact
word that characterizes a tweet as hate speech, but we may
have seen similar or related words in training. This problem
has been approached by using word embeddings. However,
most of these approaches use pre-trained models, trained
on large sets of English language data (Peters et al., 2018;
Devlin et al., 2018; Mikolov et al., 2018). Such models cur-
rently provide state of the art models (Badjatiya et al., 2017;
Liu et al., 2019; Zhu et al., 2019; Mishra et al., 2019). Since
these embeddings were not created from data sets specifi-
cally targeting the detection of hate speech, it is not clear
if they actually generalize over hate speech related words,
or if they generalize over specific domains in which hate
speech is common. The Waseem data set (Waseem and
Hovy, 2016), for example, was sampled based on specific
topics that had created large amounts of hate speech, such
as football or an Australian cooking show. Since the ap-
proaches using word embeddings often require more data
and compute power than most people have access to, it is
impossible or at least difficult to train them on more specific
data.
We approach the problem of data sparsity in offensive lan-
guage detection from a slightly different angle: We use
Brown clustering (Brown et al., 1992; Liang, 2005) to
create generalized word representations. Brown clusters,
while not necessarily competitive to embeddings in a range

of tasks, have the advantage that they can be trained on
smaller data sets, and training times are faster than train-
ing times for neural networks. Thus, we can investigate
whether it makes sense to have more specialized word rep-
resentations, which provide a good balance between gener-
alizing over the different forms of a word and losing a dis-
tinction between offensive and non-offensive uses. More
generally, we investigate the following questions:

1. When creating Brown clusters, it is not clear which
data set will be the most useful: Is it more important to
have specialized data or a larger data set? The data sets
for hate speech detection tend to be fairly small, but
are the most relevant for the problem. Using data sets
from sentiment analysis provides a larger data set from
a problem that shares many characteristics with offen-
sive language detection. The largest data set would be
a general collection of tweets, but this data set will be
out of domain.

2. The next question concerns the problem that Brown
clustering has a tendency to cluster words of oppo-
site sentiment together. E.g., the words ’good’ and
’bad’ tend to occur in similar contexts, which means
that they are clustered in the same cluster. We investi-
gate whether we can avoid this behavior by clustering
tweets with positive and negative sentiment separately,
and how to optimally combine these separate clusters
into features.

3. Our last question is concerned with whether the fea-
tures from Brown clusters represent similar informa-
tion to features already in use. I.e., we combine our
Brown clusters with other features (character and word
n-grams) and with neural network architectures. If the
results improve when adding Brown clusters, we can
conclude that clusters add new, relevant information.

The paper is structured as follows: We present an overview
of related work in section 2. In section 3., we introduce the
data sets. Section 4. describes the experimental setup, and
section 5. discusses the results. We finish with a conclusion
and future work in section 6.
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2. Related Work
Research in offensive language detection often focuses on
the problem of finding appropriate features that provide
enough information to detect offensive language. Studies
show that word and character n-grams are the most com-
mon surface features used in these tasks, and also the most
successful ones (Warner and Hirschberg, 2012; Waseem
and Hovy, 2016; Malmasi and Zampieri, 2018). Malmasi
and Zampieri (2018) found character 4-grams to outper-
form other features, such as word n-gram and Brown clus-
ters. Waseem and Hovy (2016) report that their best results
are based on a model built with character n-gram and gen-
der features.
More recent work shows that neural network models using
pre-trained word representations significantly advanced the
state of the art in offensive language detection: Kumar et al.
(2018) perform a benchmark analysis of the first shared task
on aggression identification and show that half of the top
15 systems use neural network models. Besides traditional
neural network models, transformer-based language mod-
els like Bidirectional Encoder Representations from Trans-
formers (BERT) (Devlin et al., 2018) achieve state of the
art performance in the SemEval 2019 shared task: Offens-
Eval (Zampieri et al., 2019b). Seven out of the 10 highest
performing systems adopt BERT models with variations in
the parameters for offensive language identification tasks
(Zampieri et al., 2019b).
Warner and Hirschberg (2012) first introduce Brown clus-
ter features in hate speech identification tasks. They build
SVM classifiers with template-based features including n-
grams, POS tags, and Brown clusters. However, they ob-
tain the best results using only unigram features. Wester
et al. (2016) examines the performance of various types of
linguistic features in threat detection, a task with many sim-
ilarities to hate speech detection. They also utilize Brown
cluster features as one of their semantic features.
These previous studies indicate that classifiers trained on
simple Brown clusters cannot outperform those trained on
surface features. Socher et al. (2011) argue that the fail-
ure of Brown clusters in sentiment analysis tasks is because
”they do not capture sentiment information (good and bad
are usually in the same cluster) and cannot be modified
via backpropagation.” However, we also find that most of
the studies using Brown clusters in the sentiment analysis
tasks only use existing Brown clusters trained on the gen-
eral genre, which can cause an insensitivity in capturing
sentiment information.

3. Data
3.1. Offensive Language Detection Data Sets
For consistency with previous work, we use two data sets to
examine the performance of domain-specific Brown clus-
ter features. The first data set is the Offensive Language
Identification Dataset (OLID), which has been used in the
SemEval 2019 Task 6 (Zampieri et al., 2019a). This data
set is built by crowd-sourcing, with at least two annotators
per tweet, and contains annotations on three levels. For
the current work, we only use the annotations for offen-
sive language detection. There are 13 240 tweet instances

Waseem and Hovy (2016) OLID
Racism Sexism None Offensive None

Train 1 719 2 741 9 683 4 400 8 840
Test 191 305 1 076 240 620
Total 1 910 3 046 10 759 4 640 9 460
Total % 12% 19% 69% 33% 67%

Table 1: Distribution of class labels in the two data sets

in the training data, and each instance has been labeled as
either ’offensive’ (OFF) or ’not offensive’ (NOT). We use
the designated test set for evaluation; it contains 860 tweet
instances.
The second data set is the English twitter hate speech data
set created by Waseem and Hovy (2016), to which we will
refer as the Waseem data set. The original corpus includes
approximately 16 000 tweets, however, we could only re-
trieve 15 715 tweets, the rest were unavailable or deleted.
This data set was manually annotated using specific criteria
with three different labels: ’racism’, ’sexism’ and ’none’,
where the latter label refers to non-hate speech. For the
evaluation, we extracted every tenth tweet (1 572 tweets) to
create the test set. The remaining 90% (14 143 tweets) of
the data set are used as training data.
Table 1 shows the distribution of labels in the two data sets.

3.2. Data for Brown Clustering
The Brown clustering algorithm (Brown et al., 1992)
groups the words of a corpus into clusters of related or simi-
lar words using bigram mutual information to determine the
similarity between words. Brown clustering requires a pre-
defined number of clusters. The approach has been shown
to produce clusters of semantically similar words.
In order to use Brown clusters for offensive language de-
tection, we use one existing set of clusters but also generate
our own from a range of different data sets:
The existing set of clusters, henceforth called “general”,
was created by Owoputi et al. (2013). This set contains
1000 clusters and was trained on 56 million English tweets
from 560 days (837 million tokens). All words with a fre-
quency of less than 40 are ignored. This is our largest data
set, but it is also out of domain in the sense that it covers
a much wider range of tweets than our offensive language
data sets. Consequently, our hypothesis is that the clusters
will be less than optimal for separating offensive from non-
offensive words.
The second largest data set is the Sentiment 140 Tweet Cor-
pus (Go et al., 2009). It contains 1.6 million Twitter mes-
sages with automatically labeled positive and negative sen-
timent labels. The corpus is balanced, half of the tweets
are positive, the other half are negative. Our assumption is
that most of the offensive tweets should contain clear sen-
timent preferences, which means that offensive tweets can
mostly be regarded as a subset of the negative tweets. We
use the “positive” set of tweets and the “negative” one to
create separate Brown clusters.
The smallest, but most specific corpus consists of offensive
tweets. For this corpus, we collected all tweets labeled as
offensive in the training data from the following four data
sets: abusive speech from Davidson et al. (2017), hate
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general positive negative abusive
good 64 34 44 2
bad 16 127 41 3

Table 2: Size of ’good’ and ’bad’ clusters across the data
sets

speech from Founta et al. (2018) and Waseem and Hovy
(2016), and offensive tweets from Zampieri et al. (2019a).
This resulted in 42 956 tweets with 641 521 words; this will
henceforth be called “abusive”.

3.3. A Quick Look at Brown Clusters
Before we start investigating the use of Brown clusters ex-
perimentally, we decided to have a look at the size of the
different Brown clusters. We also had a closer look at the
clusters to see if more specialized Brown clusters, trained
separately on positive and negative sentiment data or on of-
fensive data, can model the differences between positive
and negative sentiment better. If we see differences in the
clusters, we can assume that we do have a basis for assum-
ing our specialized Brown clusters are more discriminating
than a general model that has been criticized by Socher et
al. (2011) for not being able to capture differences in senti-
ment.
For both the size differences and the content differences,
we focused on the two words ’good’ and ’bad’. Table 2
shows the size of these clusters based on the different cor-
pora, based on 1 500 clusters for the positive, negative, and
abusive data set, and based on 1 000 clusters for the gen-
eral set (the only size available). The numbers show some
unexpected trends: The ’good’/’bad’ clusters based on the
abusive data are extremely small, and thus not very useful.
However, it is more puzzling that the ’bad’ cluster from the
positive sentiment data is the largest cluster while the two
clusters are of similar size in the negative sentiment data.
Additionally, the ’good’ cluster is considerably larger than
the bad’ cluster in the general data. It is also worth noting
that the cluster sizes from the general data are not neces-
sarily larger than the clusters from the positive or negative
sentiment data, even though the former are trained 56 mil-
lion tweets.
Table 3 shows a sample of words in the ’good’ and ’bad’
clusters. For all but the abusive clusters, we can see that
words are often successfully clustered with their sentiment
relations, for example, ’good’ and its different types of ty-
pos. This contradicts the assumption that Brown clusters
cannot detect sentiment. The clusters based on the large,
general data are the most stable ones, they mostly contain
spelling variants of our focus words. The clusters based on
either positive or negative sentiment data seems less clean,
containing a good sized proportion of unrelated words, such
as ’values’, ’ex-geek’, ’#canada’, or ’i’m-awake-no-really’.
However, we also notice that some of the clusters con-
tain words of the opposite sentiment. For example, ’god-
awful’ is in the ’good’ cluster based on positive sentiment
data, ’good/’ in the ’bad’ cluster based on general data, and
’guhd’ in the ’bad’ cluster based on negative sentiment data.
Some of these differences are certainly due to the fact that
the training size of the positive and negative Brown clus-

ters is significantly smaller than the general one. Domain-
specific Brown clusters are trained on 800 000 tweets. In
comparison, the original Brown clusters are trained on 56
million tweets.
Given the sizable differences in cluster sizes of the ’good’
and ’bad’ clusters, we also had a look at the cluster sizes
overall. Table 4 shows the minimum, maximum, and aver-
age size of all our clusters. The numbers show that unsur-
prisingly, the general corpus results in the highest average
size of clusters, even though they ignore any words with a
frequency of less than 40. The positive and negative sen-
timent clusters reach a decent average size, despite being
trained on only a fraction of the general data set size. The
abusive clusters, in contrast, tend to be very small, thus lim-
iting their capability for generalizing over individual words.

4. Experimental Setup
4.1. Brown Clustering
We use the Brown clustering algorithm by Liang (2005)
to generate the word clusters. All tweets have been tok-
enized and converted to lower case, to decrease the number
of unique words, but we do not use a frequency cutoff, i.e.,
all words are included in the clusters, independent of their
frequency. We examined the performance of 500, 1000,
1500 and 2000 clusters in each experimental setting, but
we only report the best results.
After creating the Brown clusters, we directly replace each
word in a tweet with its Brown cluster ID. Any word that is
not represented in the Brown clusters is assigned an ID for
unknown words.
When we create separate Brown clusters for positive and
negative data, we need to decide how to represent this infor-
mation. We experiment with two different representations:
1) For each word, we combine the IDs from the positive and
the negative cluster into a single, complex feature by con-
catenating the IDs (.e.g, 011110111010 000111100). 2)
We represent each word as two features, one for the pos-
itive and one for the negative cluster ID.

4.2. Machine Learning
We performed initial experiments with standard machine
learning algorithms that have been used in offensive lan-
guage detection: SVM, naive Bayes, and logistic regres-
sion. We found that logistic regression classifiers give the
best performance and are the most stable across different
settings. Since all classifiers show similar trends in all the
experiments, we only report the results using logistic re-
gression. We utilized the Logistic Regression implementa-
tion in Scikit-Learn (Pedregosa et al., 2011). We performed
a grid search to determine the optimal settings, which cor-
respond to the default settings.

4.3. Neural Network Models
We used the Keras library (Abadi et al., 2016) to build the
models. Batch size was set to 32, the drop out rate is be-
tween 0.3 and 0.5, optimized by model, and we trained 3
epochs for each model.

Preprocessing: We utilized two types of features for gen-
erating the embeddings weights. For surface features, we
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good bad
general positive negative abusive general positive negative abusive
good good good good bad bad bad bad
gud gud ggod cemetery baa[*]d baad baa[*]d funnel
gd gd g0od shitty shabby baadd[*] celebration
gooo[*]d gooo[*]d gooooooddd bad/good dismal fvck
good[*] g00d g00d good/bad fussed chickenshit
gewd gurd ood good/ troubling aaaaaaaaaaw
g0od v.good wikid tashard guhd biggggg
ghud god-awful raaahhhh creigh not-as-bad #twin
goid peely sweat-filled crumby i’m-awake-no-really lateline
goos scarry shizzexx ex-geek quicky
goodnight/good valued morrissey’s fullbright intricate
godo hardworker lyt @roddyjdotcom beyonceee

dystopian hwaaaa hilarrious #canada
redskin goodl #underrated hearbreaking
nicki’s excyted sanny sleep-whine

Table 3: Brown cluster for the words ’good’ and ’bad’ in the different tweet corpora

general positive negative abusive
min. 40 1 1 1
max. 15 501 2 837 1794 62
average 216.9 160.6 142.2 11.5

Table 4: Size of clusters across the data sets

used the one-hot encoder to process the texts and generated
a 300 dimension embeddings vector. The vocabulary size is
set to 10 000. Then we padded sentences to the length of 30
zero vectors. For Brown cluster features, sentences are rep-
resented as described in section 4.1., then we adopted the
same preprocessing pipelines of surface features to gener-
ate the Brown cluster embeddings.

CNN model: Word embeddings or Brown cluster embed-
dings are fed to a CNN layer. We used 3 filter sizes (be-
tween 3 and 5) with 100 filters in each size. Then all outputs
are concatenated after a max-pooling layer. The concate-
nated outputs are followed by a 64 dimension dense layer
with relu activation. The final layer is a dense layer with
sigmoid for binary classification or softmax activation for
multi-classification.

CNN-merge model: We concatenated the outputs of the
64 dimension hidden layers from word and Brown clus-
ter embeddings in the above models, creating a 128-
dimensional vector. It is followed by a 64 dimension hidden
layers with relu activation and the output layer.

BiLSTM model: We fed word embeddings or Brown
cluster embeddings to a 64 dimension bidirectional LSTM
layer with relu activation. The final layer is a dense layer
with softmax or sigmoid activation (see above).

BiLSTM-merge model: We concatenated the outputs of
the 64 dimension hidden layers of the Brown cluster em-
beddings BiLSTM model and that of the word embeddings
BiLSTM model. This merged model consists of 128 di-
mension hidden layers, which are then fed to 64 dimension
hidden layers with relu activation, then to the output layer.

4.4. Features

Brown cluster features are represented as discussed in Sec-
tion 4, but, besides the normal tokenization, we also experi-
mented with word piece tokenization. The latter method of
tokenization has been used as basic tokens for recent trans-
former models (Devlin et al., 2018). Bodapati et al. (2019)
show that using word piece as features can boost the perfor-
mance of abusive language detection. We used the BERT
tokenizer to process the data and generated the word piece
input for Brown clustering.

Besides adopting Brown clusters as features, we also ex-
amined the performance of character n-grams and word n-
grams for comparison. Character n-grams are widely used
in traditional machine learning methods and outperform
other surface features in many tasks (Waseem and Hovy,
2016; Malmasi and Zampieri, 2018) that show high toler-
ance to spelling errors and variations in tweets (Schmidt
and Wiegand, 2017). Word n-gram also performed well
in previous studies, for example, the study by Warner and
Hirschberg (2012) indicates that unigrams outperformed
other combinations of word or character n-gram in detect-
ing abusive language.

After running preliminary experiments, we decided to
adopt unigram Brown cluster IDs (minimal 2 occurrences),
word unigrams (minimal 2 occurrences), and character 1-4
grams (minimal 2 occurrences) to build the bag of words
models. When we merge different types of features includ-
ing words and n-grams, we use feature selection on the
combined feature set, which has been shown to be effec-
tive in sentiment classification tasks (Kübler et al., 2018).
Our best results are based on feature selection with mutual
information.

4.5. Evaluation

Since abusive language is the minority class in a highly
skewed data set, we report macro-averaged precision, re-
call, and F1 for each class as well as accuracy and F1 across
all classes (as calculated by Scikit-Learn).
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Acc F1

OLID fine-tuned BERT model (Liu et al., 2019) 86.28 82.86
SVM baseline (Zampieri et al., 2019a) - 69

Waseem SVM baseline - 64.58
GCN+LR model(Mishra et al., 2019) - 85.42

Table 5: Baselines and state of the art for the OLID and Waseem data sets

OLID
Method # cl Offensive Not offensive Overall

P R F1 P R F1 Acc F1

Browngeneral 1000 70.07 42.92 53.23 80.79 92.90 86.42 78.95 69.82
Brownsentiment 1500 60.15 33.33 42.89 77.99 91.45 84.18 75.23 63.54
Brownoffensive 2000 59.57 35.00 44.00 78.30 90.81 84.09 75.23 64.09

Waseem data set
Method # cl Racism Sexism Not offensive Overall

P R F1 P R F1 P R F1 Acc F1

Browngeneral 1000 69.93 56.02 62.21 75.11 55.41 63.77 81.83 90.80 86.08 79.71 70.69
Brownsentiment 1500 71.52 61.78 66.29 77.53 57.70 66.17 83.14 91.17 86.97 81.11 73.14
Brownoffensive 2000 74.23 63.35 68.36 70.54 51.80 59.74 82.03 90.33 85.98 79.58 71.36

Table 6: Result for Brown cluster models based on different data sets: general, sentiment, and offensive tweets.

5. Results
Before we discuss our results per research question (see
section 1.), we provide an overview of baseline and state
of the art systems for abusive language detection on the
two data sets that we used, to provide a frame of reference.
However, note that our goal is not to improve the state of
the art. We are interested in a deeper investigation of Brown
clustering features, mostly as an alternative to deep learning
approaches, especially when training data are sparse.

5.1. Baselines and State of the Art
The two data sets used here have been widely used pre-
viously. Table 5 presents the baseline and state of the art
results.
For OLID, the results are from SemEval 2019 task 6
(Zampieri et al., 2019b). The best result is based on a fine-
tuned BERT model (Liu et al., 2019). The baseline model
is a linear SVM model with word unigrams (Zampieri et
al., 2019a). For the Waseem data set, the baseline reported
by Waseem and Hovy (2016) is a logistic regression model
using word n-grams. Mishra et al. (2019) achieved the cur-
rent state of the art results using a combined model of graph
convolutional neural network and logistic regression. How-
ever, note that these results should not be directly compared
with ours since the corpus versions differ, based on when
the tweets were retrieved. Additionally, there is no prede-
fined split into training and test data, which means that the
data splits are most likely different.

5.2. Data Size versus Specialization
In this section, we investigate which type of data is the most
useful for creating Brown clusters: either a large scale, but
general data set, or a smaller sentiment data set, or an even
smaller data set specific for hate speech detection. All of
these experiments use logistic regression. The setting based

on sentiment data refers to Brown clusters trained on the
full sentiment set, i.e., we combined the positive and neg-
ative sentiment sets and trained the Brown clusters on the
complete set.
The results of these experiments are shown in Table 6.
These results show that for OLID, we reach the highest
macro-averaged F-score when using Brown clusters based
on the large, general data set (Owoputi et al., 2013), reach-
ing 69.82 as opposed to 64.09 based on offensive Brown
clusters. For the Waseem data set, however, the best results
are based on the sentiment Brown clusters, with an F-score
of 73.14 as opposed to 70.69 for the general Brown clus-
ters. This means that the amount of data seems to be more
important than having a match with regard to the task or
genre.
When we look at the individual classes, we see the overall
trend repeated for OLID: Using the general Brown clusters
results in the highest values for both precision and recall for
both classes. For the Waseem data set, the sentiment Brown
clusters work best across precision and recall for the Sex-
ism and the Not-offensive class. Surprisingly, for Racism,
the results for the Brown clusters based on offensive tweets
are considerably higher than the ones for the other clusters
(F: 68.36 vs. 66.29 for the sentiment Brown clusters). We
assume that this is due to different levels of overtly abusive
language in the different classes. As a methodological side
comment, this shows how important it is to use different
data sets for such experiments.

5.3. Sentiment Specific Brown Clusters
Here, we investigate whether we obtain better results if we
separate the sentiment data into two separate sets and train
two separate sets of Brown clusters, one on the positive and
one on the negative data only. The results of these experi-
ments, using logistic regression are shown in Table 7.
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OLID
Method # cl Offensive Not offensive Overall

P R F1 P R F1 Acc F1

Brownpos 2000 66.00 41.25 50.77 80.14 91.77 85.56 77.67 68.17
Brownneg 2000 65.81 42.50 51.65 80.43 91.45 85.58 77.79 68.62
Brownpos-wp 2000 63.49 50.00 55.94 82.12 88.87 85.36 78.02 70.65
Brownneg-wp 2000 58.59 48.33 52.97 81.27 86.77 83.93 76.05 68.45
Brownpos neg 1500 71.43 50.00 58.82 82.66 92.26 87.20 80.47 73.01
Brownpos+neg 2000 69.01 49.17 57.42 82.29 91.45 86.63 79.65 72.03
Brownpos neg-wp 2000 67.04 50.00 57.28 82.38 90.48 86.24 79.19 71.76
Brownpos wp+neg wp 2000 59.36 54.17 56.64 82.84 85.65 84.22 76.86 70.43
Brownpos neg general 1500 73.21 51.25 60.29 83.09 92.74 87.65 81.16 73.97
Brownpos neg off 1500 64.29 37.50 47.37 79.17 91.94 85.07 76.74 66.22

Waseem data set
Method # cl Racism Sexism Not offensive Overall

P R F1 P R F1 P R F1 Acc F1

Brownpos 2000 72.22 61.26 66.29 71.20 58.36 64.14 83.10 89.59 86.23 80.09 72.22
Brownneg 2000 71.35 63.87 67.40 76.72 58.36 66.29 83.49 90.71 86.95 81.17 73.55
Brownpos-wp 2000 70.33 67.02 68.63 76.28 63.28 69.18 85.22 90.06 87.57 82.06 75.13
Brownneg-wp 2000 73.74 69.11 71.35 75.82 60.66 67.40 84.77 90.52 87.55 82.12 75.43
Brownpos neg 2000 75.98 71.20 73.51 79.18 63.61 70.55 85.54 91.26 88.31 83.46 77.46
Brownpos+neg 1500 74.28 68.06 71.04 74.90 63.66 68.79 85.06 89.96 87.44 82.19 75.76
Brownpos neg-wp 1500 77.78 73.30 75.47 78.00 63.93 70.27 85.99 91.26 88.55 83.78 78.10
Brownpos wp+neg wp 2000 71.89 69.63 70.74 74.80 63.28 68.56 85.03 89.22 87.07 81.81 75.46
Brownpos neg general 2000 76.67 72.25 74.39 80.58 63.93 71.30 85.83 91.73 88.68 83.97 78.12
Brownpos neg off 2000 77.53 72.25 74.80 78.57 64.92 71.10 85.99 91.26 88.55 83.84 78.15

Table 7: Result for combining features from separate Brown clusters.

The first set of experiments uses only one type of Brown
clusters, either the ones trained on positive sentiment or the
ones trained on negative. For both data sets, a comparison
of the results between using positive and negative Brown
clusters shows little difference, with the negative clusters
providing a small boost in performance.
When comparing the results with the complete sentiment
model from Table 6, we see that for OLID, the separate
models perform better: The positive setting reaches an
overall F-score of 68.17, the negative one 68.62, while the
general model reaches 63.54. For the Waseem data set, the
negative model also outperforms the general model in terms
of overall F-score, but the difference is less pronounced
than for OLID: 73.55 vs. 73.14. However, the positive set-
ting results in a lower F-score: 72.22. From these results,
we can conclude that separating the sentiment information
into separate clusters provides better clusters, even though
they are trained on fewer data.
When we combine features from two Brown clusters, we
can see a clear improvement: The overall F-score increases
from 68.62 to 73.01 on OLID and from 73.55 to 77.46 (us-
ing standard tokenization) on the Waseem set. This tells us
that separate clusters provide different types of information.
We can also answer the question whether it is better to com-
bine the cluster IDs from the positive and negative Brown
clusters into a single feature per word (Brownpos neg) or
keep them as two separate features (Brownpos+neg): Com-
bining the IDs into a single feature results in a better perfor-
mance across both data sets and almost all evaluation met-

rics. The only exception is recall for Sexism in the Waseem
data set, which is minimally higher for two separate fea-
tures.
In the last part of Table 7, we investigate the effects of
adding more Brown clustering features from the other two
data sets, i.e., the general and the offensive data set, to the
separate sentiment features. In this setting, we achieve our
best results on both data sets. Adding Brown cluster fea-
tures from the general domain clearly leads to improvement
(from 73.01 to 73.97 F for OLID and from 77.46 to 78.12
F for the Waseem data set). We assume that this is because
the general domain Brown clusters provide wider cover-
age of the words overall. However, there is a significant
difference when adding Brown clusters from the offensive
data: we reach a higher accuracy on the Waseem data, but a
much lower accuracy on OLID. Thus the offensive Brown
clusters may provide more specific information helping to
separate sexist from racist abuse.
When we compare the results based on normal tokeniza-
tion to using the word piece tokenization, we see that the
latter tends to results in higher overall F-scores for the sep-
arate positive and negative Brown clusters, but for the com-
bined models, the situation is less clear: The word piece to-
kenization provides lower result for OLID but higher results
for the single-feature combination (Brownpos neg-wp) on the
Waseem data set, resulting in an increase in overall F of
about 0.6 points. This is due to improved performance on
the Racism class.
Overall, we conclude that Brown clustering profits from
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OLID
Method # cl Offensive Not offensive Overall

P R F1 P R F1 Acc F1

Char - 58.49 51.67 54.87 82.10 85.81 83.91 76.28 69.39
Char+Brown 1500 63.59 54.58 58.74 83.33 87.90 85.55 78.60 72.15
Word - 70.81 47.50 56.86 81.97 92.42 86.88 79.88 71.87
Word+Brown 1500 78.18 53.75 63.70 84.03 94.19 88.82 82.91 76.26
CNNWord - 63.77 55.00 59.06 83.46 87.90 85.62 78.72 72.34
CNNBrown+Word 1500 64.56 63.75 64.15 86.04 86.45 86.24 80.11 75.19
BiLSTMWord - 62.09 54.58 58.09 83.20 87.10 85.11 78.02 71.59
BiLSTMBrown+Word 1500 61.01 55.42 58.08 83.33 86.29 84.79 77.67 71.43

Waseem data set
Method # cl Racism Sexism Not offensive Overall

P R F1 P R F1 P R F1 Acc F1

Char - 73.26 71.73 72.49 70.59 66.89 68.69 86.13 87.73 86.92 81.74 76.03
Char+Brown 1500 74.43 68.59 71.39 73.54 70.16 71.81 86.70 89.03 87.85 82.89 77.02
Word - 80.34 74.87 77.51 76.31 62.30 68.59 86.03 91.54 88.70 83.84 78.26
Word+Brown 1500 78.26 75.39 76.80 78.71 67.87 72.89 87.29 91.26 89.23 84.80 79.64
CNNWord - 69.77 78.53 73.89 64.43 72.46 68.21 88.46 83.36 85.84 80.66 75.98
CNNBrown+Word 1500 64.45 86.39 73.83 65.55 76.72 70.69 90.51 80.67 85.31 80.60 76.61
BiLSTMWord - 78.45 74.35 76.34 70.63 70.16 70.39 87.22 88.20 87.71 83.02 78.15
BiLSTMBrown+Word 1500 63.81 85.86 73.21 77.43 65.25 70.82 88.00 86.52 87.25 82.32 77.10

Table 8: Results for combining Brown clusters with other types of features and neural architectures.

having the data separated into positive and negative data,
and then combining the information into a single feature
afterwards. The other settings are only partially useful.

5.4. Adding Brown Clusters to Other Settings
Here, we investigate the question whether the features
based on Brown clusters provide novel information, or if
this information is already present in standard surface fea-
tures such as words and character n-grams or in neural net-
works. Table 8 presents these results. Here, settings re-
ferring to Brown clusters refer to the best setting from the
previous section, i.e., Brownpos neg.
For logistic regression models using characters or word n-
gram, adding Brown cluster features clearly enhances per-
formance: On OLID, we gain about 5 points absolute in
F-score when adding Brown clusters to words, reaching
76.26. Note that this is also about 2.3 points higher than
the best results in Table 7. On the Waseem data set, the
gain is smaller, we reach an F-score of 79.64, as compared
to 78.26 on words only, and to 78.15 – the best result in
Table 7.
For CNN models with pure word embeddings, adding
Brown cluster features also aids performance in trends sim-
ilar to the word features. For the BiLSTM model, in con-
trast, adding Brown cluster features leads to a deterioration
of the results.
Overall, we can conclude that most models profit from the
addition of Brown clusters, especially traditional machine
learning models.

6. Conclusion and Future Work
We have investigated the use of Brown clusters as features
in abusive language detection. Previous work using such

features, such as (Malmasi and Zampieri, 2018), have born
out the assumption by Socher et al. (2011) that Brown
clusters cannot represent sentiment. Our work, in contrast,
shows that when we train separate Brown clusters on pos-
itive and negative sentiment data, a machine learning ap-
proach based on logistic regression profits from such fea-
tures. They add important information, even when com-
bined with words or character n-grams or with standard
word embeddings in a convolutional neural network. When
balancing data size and genre specificity of the data used
for training the Brown clusters, we found a good balance in
using data automatically annotated for sentiment.
However, one of the most striking results is the amount of
variance in results between the two data set for offensive
language detection that we have used. We need to conclude
that this calls for a deeper investigation into different data
sets for offensive language detection, to better understand
the differences between them. One first step towards a bet-
ter understanding of the differences in English data sets has
been made by Wiegand et al. (2019) with regard to sam-
pling bias. Steimel et al. (2019) provide first insights into
a multilingual setting. However, both are just first steps
towards a better understanding of factors that influence the
performance of automatic approaches to offensive language
recognition.
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