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Abstract
In the wake of (Pang et al., 2002; Turney, 2002; Liu, 2012) inter alia, opinion mining and sentiment analysis have focused on
extracting either positive or negative opinions from texts and determining the targets of these opinions. In this study, we go beyond the
coarse-grained positive vs. negative opposition and propose a corpus-based scheme that detects evaluative language at a finer-grained
level. We classify each sentence into one of four evaluation types based on the proposed scheme: (1) the reviewer’s opinion on the
restaurant (positive, negative, or mixed); (2) the reviewer’s input/feedback to potential customers and restaurant owners (suggestion,
advice, or warning) (3) whether the reviewer wants to return to the restaurant (intention); (4) the factual statement about the experience
(description). We apply classical machine learning and deep learning methods to show the effectiveness of our scheme. We also interpret
the performances that we obtained for each category by taking into account the specificities of the corpus treated.
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1. Introduction
As an increasing number of people are consulting online
reviews in their decision-making process, online reviews
have become a precious asset in various disciplines such
as marketing, information science and linguistics. Eval-
uation encodes the reviewers’ point of view and provides
subjective information based on individual preferences and
tastes. With the vast amount of data in the digital age, the
state-of-the-art technology alone cannot provide user’s nu-
anced understanding. It is with a linguistic approach that
we can uncover new associations between language use,
social bonds, and non-linguistic aspects of communication.
In this context, classifying an evaluative text as positive or
negatives–as it is the case in most practical applications–is
not sufficient for opinion mining (or sentiment analysis) ap-
plications. In this study, we go further to fully understand
online reviews by encompassing users’ needs and predict-
ing their future actions. The main contributions of this work
are:

• introducing an expanded classification scheme for
evaluative language beyond the simple distinction of
positive and negative;

• studying online reviews from a linguistic perspective;

• demonstrating the effectiveness of our scheme by con-
ducting the experiments.

2. Related Work
While there is much literature regarding opinion mining,
there are fewer works on suggestion and intention mining.
We will briefly describe related works in the areas of
opinion, suggestion and intention mining.

Opinion mining. Existing works on opinion mining are
performed at document, sentence and aspect level. At
the document (Pang et al., 2002; Turney, 2002) and the
sentence level (Wiebe et al., 1999), the task is to detect
the polarity of a given document or sentence. At the
aspect level, opinions are extracted as a tuple of entity,

aspect, sentiment, holder and time (Liu, 2012). (Liu, 2015)
provides a good overview of opinion mining, including
fundamental concepts and techniques.

Suggestion mining. (Ramanand et al., 2010)’s study is
known to be the first attempt to extract suggestions. They
approached the issue by establishing two kinds of wishes:
(i) suggestions for improvements for the goods and (ii)
interest in purchasing them. (Brun and Hagège, 2013)
worked on product reviews and proposed a set of rules
in order to detect suggestions by relying on linguistics
knowledge. (Negi and Buitelaar, 2015) studied hotel
and electronic product reviews in which reviewers give
advice or offer suggestions to fellow consumers. (Negi
et al., 2016) compared various methods of suggestion
mining such as manually crafted linguistic rules, Support
Vector Machines with proposed linguistic features, and
deep learning approaches. At the SemEval-2019, Task 9
(Negi et al., 2019) involved suggestion mining from online
reviews and forums.

Intention mining. Intention mining has not received
much attention compared to opinion mining. (Carlos and
Yalamanchi, 2012) categorized intention for the use of
sales, marketing and customer service. (Chen et al., 2013)
performed an intention classification to identify whether a
user’s post involved explicitly any intention. (Benamara
et al., 2017) referred to the need for intention mining to
complement sentiment analysis.

As we mentioned above, majority works have boiled down
opinion mining to a problem of classifying whether a piece
of text expresses positive or negative evaluation. However,
evaluation is, in fact, much more complex and multifaceted,
which varies depending on linguistic factors, as well as
participants of the communicative activity. In (Kang and
Eshkol-Taravella, 2019), we briefly introduced a classifi-
cation scheme and we applied traditional machine learn-
ing methods to perform automatic classification of differ-
ent evaluation categories. In order to deal with the im-
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balanced class distribution, we tested two techniques (i.e.,
cost-sensitive method and over-sampling) and compared
their performance. In this paper, we first illustrate our clas-
sification scheme for restaurant reviews from a linguistic
perspective and we then describe the experiments that we
conducted. We will not discuss the imbalanced class distri-
bution issue, as it is not our primary objective of this paper.

3. Extended Classification Scheme
We introduce a classification scheme that detects diverse
types of evaluation in a given text, in tandem with our
choice of linguistic features. The scheme consists of 4
categories: opinion (positive, negative, mixed), suggestion,
intention and description.

Opinion is the reviewer’s view about different aspects of
the restaurant, i.e., positive or negative assessments of aes-
thetic values. Below we have listed some examples of aes-
thetic adjectives that are inherently positive or negative.

• Positive words: bon ‘good’, professionnel ‘profes-
sional’, chaleureux ‘warm’, délicieux ‘delicious’, joli
‘nice’, intéressant ‘interesting’, souriant ‘noisy’, con-
fortable ‘comfortable’, efficace ‘efficient’.

• Negative words: bruyant ‘noisy’, cher ‘expensive’,
moche ‘ugly’, mauvais ‘bad’, agressif ‘agressive’.

An emotional reaction can also be attached to the evaluated
restaurant as if it were some properties that the restaurant
possesses. For instance, triste ‘sad’ is an adjective that
concerns emotion but by saying La salle est un peu triste et
vieillotte. ‘The room is a little gloomy and old-fashioned.’,
it attributes a property to the restaurant of which it repre-
sents the atmosphere.
However, at numerous points, it is the combination of
words that makes the polarity detection challenging. For
example, valence shifters (Polanyi and Zaenen, 2006) such
as negation, conjunctions, intensifiers can shift the polarity
of a given sentence and result in mixed opinions. In the
following sentence, Plat très bon mais dessert médiocre.
‘Very good dish, but poor dessert.’, the positive opinion
is shifted to a negative one through the conjunction mais
‘but’. Intensifiers such as très ‘very’, trop ‘too’, weaken
or strengthen the original valence of a word. Furthermore,
we can notice that in Computer-Mediated Communication
(CMC), the intensity can be expressed in capitalization
(e.g., C’était EXCELLENT! ‘It was EXCELLENT’),
emphatic punctuation (e.g., Une soirée qui me restera en
mémoire !!! ‘An evening that will be remembered!!!’)
and emoticons (e.g., Merci à Adèle pour son accueil si
chaleureux :-) ‘Thanks to Adèle for her warm welcome
:-)’).

Suggestion refers to the expression of advice, tips,
warnings and recommendation (Negi et al., 2018), which
can be addressed to both fellow consumers and business
owners. Fellow consumers can get useful tips to take into
account their future actions, such as N’hésitez pas à venir
découvrir ce restaurant, vous ne le regretterez pas. ‘Do
not hesitate to discover this restaurant, you will not regret

it’; business owners can consider suggestions to improve
their business activities (e.g., Une lumière un peu plus
tamisée aurait été parfaite. ‘A more dimmed light would
have been perfect.’). Suggestion, like opinion, reflects the
characteristics of CMC, which combines linguistic features
of writing and speaking (Georgakopoulou, 2006; Herring,
1996). For instance, reviewers occasionally speak to the
readers directly and give them their suggestions, advice
or warnings. The use of second-person forms (e.g., vous
‘you’, votre ‘your’), imperatives (mostly verbs ending in
‘-ez’), conditional mood and explicit warnings/suggestions
(e.g., attention, recommender) often indicates a suggestion.

Intention is “a course of action that a person or a group
of persons intends to follow (Liu, 2015)”. (Benamara
et al., 2017) use the term intention, which includes the
notion of desires, preferences and intentions. According
to Benamara et al. (2017), one will take action in order
to satisfy his or her desire. Thus, the intention shows a
voluntary commitment of the speaker, which is initiated by
himself or herself. Intention mining has the potential for
practical applications. For example, studying customers’
intention to purchase a product can help to identify future
actions of the reviewer. In restaurant reviews, visitors
evaluate the restaurant by expressing their desire to repeat
(or not) the experience. In our work, we limited to explicit
intention of revisiting the restaurant, as follows: Nous y
retournerons avec plaisir ! ‘We’ll be happy to go back!’,
On reviendra ! ‘We’ll be back!’. We discovered two
lexical indices of intention: verbs in future tense and the
verbal prefix ‘re-’. The latter indicates repeating a previous
state of being or location such as revenir ‘to come back’,
retourner ‘to return to’, refaire ‘to do again’, renouveler
‘to repeat’.

Description. Whereas preceding elements (i.e., opinion,
suggestion and intention) represent the reviewers’ evalua-
tion of restaurants, description is more about factual infor-
mation. It serves to establish shared background knowl-
edge for the reviewer and the reader. The description typ-
ically consists of the reason for visiting the restaurant, the
dishes they had, and a reference to their companions. Here
are some examples: Nous étions quatre et chacun a pris
un plat différent. ‘There were four of us and each one
took a different dish’, J’avais réservé pour l’anniversaire
de ma maman. ‘I had made a reservation for my mom’s
birthday.’. The description provides practical information
for customers when choosing the restaurant to visit. How-
ever, to our knowledge, this type of information is often
neglected in opinion mining.

4. Methodology

Our objective is to detect automatically different eval-
uation categories (POS OPINION, NEG OPINION,
MIX OPINION, SUGGESTION, INTENTION, DE-
SCRIPTION) by applying machine learning and deep
learning approaches. Figure 1 shows the procedure of the
experiments.
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Figure 1: Procedure of the experiments

4.1. Data Collection
We collected online restaurant reviews written in french
from the internet. Among the collected reviews, we worked
on 6,287 reviews, which were segmented into sentences.
As a result, the dataset consists of 17,268 sentences whose
length is about 10 tokens on average.

4.2. Annotation
We annotated each sentence into one of six categories:
POS OPINION, NEG OPINION, MIX OPINION, SUG-
GESTION, INTENTION and DESCRIPTION. In the case
where a sentence involved multiple categories, we anno-
tated as the minority category due to the lack of its data.
We evaluated the annotation task, which was done by three
annotators. According to Fleiss’s Kappa measure, we ob-
tained 0.90, which is considered as ‘almost perfect’ (Landis
and Koch, 1977). Consequently, the number of observa-
tions per category is strongly imbalanced: POS OPINION
constitutes the largest percentage at 68.2%, whereas DE-
SCRIPTION, being the smallest, at 1.8% (see Figure 2).

Figure 2: Class distribution of categories

4.3. Preprocessing
Online reviews are unstructured information and may con-
tain various types of noise. Therefore, the process of clean-
ing and normalization of text is essential for the analy-
sis. Before normalizing the text, we replaced emoticons by
emoPOS or emoNEG depending on its polarity, so that they
were not removed during the punctuation removal. Then we
processed the following methods: lowercase conversion,

punctuation removal and word normalization (handling ab-
breviation, replacing numbers by NUM, lemmatization us-
ing Stanford CoreNLP1 and stemming using Snowball2).

4.4. Classification
We chose three conventional methods frequently used in
text classification: linear SVM (Support Vector Machine),
CNN (Convolutional Neural Network) and LSTM (Long
Short-Term Memory network). We used the Python
Scikit-Learn3 library to build SVM models and Keras
library4 with the TensorFlow5 backend for CNN and
LSTM models. In Kang and Eshkol-Taravella (2019), we
handled the imbalanced class distribution; however, the
imbalance problem will not be discussed in this paper, as
we are primarily concerned with the effectiveness of our
scheme. Nevertheless, it was taken into account when
evaluating the performance in Section 5.

Linear SVM. With classical machine learning algorithms,
it is first required to manually construct the features that
represent the underlying problem and then feed them
in the algorithms. We tested two approaches of text
representation: the Bag-of-Words (BOW) models (by
using CountVectorizer and TfidfVectorizer) and the word
embedding models. By employing GridSearch, a combi-
nation of CountVectorizer, unigram and bigram produced
the best performance. The word embedding models are an
improvement over simpler BOW models because they are
capable of capturing contextual similarities between words.
To develop word2vec embedding, we used Gensim6 and
applied the Continuous Bag-of-Words (CBOW) algorithm.
The window size for context was set as 6, i.e., three
words before and three words after the center word formed
the context. Since the algorithm requires features, we
crafted the following features based on an observation
of the corpora: useful POS (Part-Of-Speech) tags, future
tense, conditional mood, imperatives, verbs with prefix
‘re-’, negation, emoticons, multiple punctuation, polarity
and subjectivity score7, positive and negative words8,
conjunction mais ‘but’, the euro currency (‘euro’ and
e), uppercase words, length (i.e., word count) of sen-
tence, character count, lexical diversity and lexical density.
All of these features were fed into the linear SVM classifier.

1https://stanfordnlp.github.io/
stanfordnlp/. Last retrieved in November 2019.

2http://snowball.tartarus.org/algorithms/
french/stemmer.html. Last retrieved in November 2019.)

3http://scikit-learn.org/stable/. Last re-
trieved in November 2019.

4https://keras.io/. Last retrieved in November 2019.
5https://www.tensorflow.org/. Last retrieved in

November 2019.
6https://radimrehurek.com/gensim/. Last re-

trieved in November 2019.
7We used Textblob. https://textblob.

readthedocs.io/en/dev/. Last retrieved in Novem-
ber 2019.

8We used Textblob. https://textblob.
readthedocs.io/en/dev/. Last retrieved in Novem-
ber 2019.

https://stanfordnlp.github.io/stanfordnlp/
https://stanfordnlp.github.io/stanfordnlp/
http://snowball.tartarus.org/algorithms/french/stemmer.html
http://snowball.tartarus.org/algorithms/french/stemmer.html
http://scikit-learn.org/stable/
https://keras.io/
https://www.tensorflow.org/
https://radimrehurek.com/gensim/
https://textblob.readthedocs.io/en/dev/
https://textblob.readthedocs.io/en/dev/
https://textblob.readthedocs.io/en/dev/
https://textblob.readthedocs.io/en/dev/
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CNNs were generally used in computer vision; however,
the idea of using them in text classification was first
introduced by (Kim, 2014) whose results were promising.
In order to develop a CNN model, we referred to (Zhang
and Wallace, 2015), in which they propose a general
configurations of hyperparameters when tuning a CNN
model for text classification. The embedding layer was
seeded with the word2vec embedding that was trained
previously for linear SVM. The layer was followed by a
one-dimension convolutional neural network, used with 16
filters and a kernel size of 3 with a ReLU (rectified linear)
activation function. Subsequently, there is a one-dimension
maximum pooling layer, which reduces the output of the
previous layer by half. Then we have a standard flattening
and a ReLU activation, followed by a softmax layer with 6
classes as output.

LSTM. As a variant of Recurrent Neural Network (RNN),
LSTMs are capable of learning relevant context over much
longer input sequences than other models. The first layer
was the Embedded layer, which was the same as that of
CNN. We had one LSTM layer with 100 memory units and
the dropout and the recurrent dropout were both configured
as 0.2. The model then had a dense layer with an output
size of 6 and a softmax activation function.

For both CNN and LSTM, we compiled the model using the
categorical cross-entropy loss function and the Adam opti-
mizer. The model was trained with a batch size of 32 with
4 epochs and 6 epochs, respectively9. For all experiments,
we conducted a 5-fold stratified cross-validation. We pro-
duced stratified folds that contain a representative ratio of
each category owing to the imbalanced class distribution.

5. Results
We evaluated our performance in terms of weighted-
average precision, recall, F1-score and the confusion ma-
trix. Macro-average F1-score treats each class equally,
but it does not take into account the imbalanced class
distribution10. In this regard, we considered weighted-
average F1-score–which balances the class distribution–to
be more appropriate for evaluating our performance. Table
1 shows the performance comparison among the classifiers.
BOW+linearSVM model achieved the best performance
with a weighted-average F1-score of 0.88. In this experi-
ment, the traditional machine learning algorithms produced
a better result than that of deep learning. Nevertheless, we
consider that we may achieve better performance with more
complex neural networks. Contrary to our expectations,
the word2vec+linearSVM model had a poor performance
in comparison with other classifiers. Although word2vec is
said to be the silver bullet, it seems that BOW may outper-
form the word2vec in the case where the dataset is not large
and the context is domain-specific.

9The number of epoch was chosen according to the results of
EarlyStopping, the callback provided in Keras.

10https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.f1_score.html. Last
retrieved in November 2019.

BOW+linearSVM word2vec+linearSVM CNN LSTM
0.88 0.80 0.85 0.84

Table 1: Weighted-average F1-score of each classifier

As shown in Figure 3, the normalized confusion matrix
summarizes the classification results of the best model.
Each row corresponds to the true class, while each column
represents the predicted class. Among the cells on the main
diagonal–which are those that were classified correctly–
the DESCRIPTION’s cell is slightly brighter than other
classes, meaning that it is challenging to detect the cate-
gory. The main reason lies in the lack of samples of DE-
SCRIPTION and so, fewer features were trained for DE-
SCRIPTION. Besides, everyone has different motivations,
situations and stories that establish the background knowl-
edge, which brings to a wide range of vocabularies and con-
texts. As a result, DESCRIPTION tends to be classified
as the majority class POS OPINION (0.41), and occasion-
ally as NEG OPINION (0.14). We can see a similar ten-
dency with MIX OPINION, whose result arises from the
fact that the category involves both POS OPINION (0.19)
and NEG OPINION (0.12) which makes it difficult to clas-
sify accurately.

Figure 3: Confusion matrix (normalized) of
BOW+linearSVM

Figure 4–6 illustrates the comparison of the weighted-
average precision, recall, F1-score of among the evalu-
ation categories and the techniques applied. In general,
ML (BOW+linearSVM) had better results than DL (CNN),
although the differences are small. We can observe the
best performance consistently for POS OPINION with an
F1-score of around 0.94, and the second-best for INTEN-
TION (0.86-0.88). DESCRIPTION had the worst perfor-
mance with both ML (0.46) and DL (0.34), followed by
MIX OPINION with the F1-scores around 0.66. From the
previous confusion matrix, we have already observed that
the DESCRIPTION did not perform well compared to other
categories. Moreover, we can notice throughout Figure 4–6
a significant gap in scores between ML and DL models.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html
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With more training data on DESCRIPTION, we may get
better results; however, the difficulty lies in the fact that
DESCRIPTION does not appear frequently. Another solu-
tion can be oversampling, but as we have mentioned ear-
lier, a large variety of vocabularies and contexts are used in
DESCRIPTION. Therefore, producing copies (or synthetic
examples) of the minority class may lead to overfitting.
MIX OPINION also seems to be tricky for classification
and one of the reasons is due to the conjunction mais ‘but’,
which changes the polarity of a sentence. A more fine-
grained segmentation units, such as clause or phrase, can
enhance the results and thus, tackling the conjunction mais
‘but’ issue can be a good starting point. For example, take
the sentence that we saw earlier: Plat très bon mais dessert
médiocre. ‘Very good dish but mediocre dessert.’. Here
we can divide into two statements: Plat très bon and mais
dessert médiocre. Since the adversative conjunction guide
the reader to more salient information, the argumentative
force is combined with the latter statement. As a result,
we can categorize the first statement as POS OPINION and
the second one as NEG OPINION, and yet attribute more
weights on the latter. As such, we believe that considering
the conjunction for the segmentation may improve the re-
sults considerably or may even lead to the elimination of the
MIX OPINION category, given that the conjunction mais
‘but’ was observed in 57.5% of MIX OPINION.

Figure 4: F1 score of BOW+linearSVC (ML) and LSTM
(DL)

6. Conclusion
In this paper, we introduced an expanded classification
scheme for evaluative language beyond the simple distinc-
tion between positive and negative. The various types of
evaluative language offer meaningful insights into online
reviews. We also experimentally demonstrated the effec-
tiveness of our scheme by using ML and DL models. We
discussed the results through different evaluation metrics,
which helped to resolve the imbalanced class distribution
problem. We obtained the best weighted-average F1-score
of 0.88 with the ML model (BOW+linearSVM) and slightly
behind with the CNN DL model (0.85). The proposed
scheme was specific to restaurants, but it can also be ap-
plied to other places such as hotels, vacation spots, shop-

Figure 5: Precision of BOW+linearSVC (ML) and LSTM
(DL)

Figure 6: Recall of BOW+linearSVC (ML) and LSTM
(DL)

ping malls, theaters, etc., particularly considering that get-
ting the visitors to revisit should be one of their primary
goals. Therefore, a natural extension of this work would
be to study the possibility of application of our scheme in
other places and different languages.
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