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Abstract
In natural language, we often omit some words that are easily understandable from the context. In particular, pronouns of subject, object,
and possessive cases are often omitted in Japanese; these are known as zero pronouns. In translation from Japanese to other languages,
we need to find a correct antecedent for each zero pronoun to generate a correct and coherent translation. However, it is difficult for
conventional automatic evaluation metrics (e.g., BLEU) to focus on the success of zero pronoun resolution. Therefore, we present a
hand-crafted dataset to evaluate whether translation models can resolve the zero pronoun problems in Japanese to English translations.
We manually and statistically validate that our dataset can effectively evaluate the correctness of the antecedents selected in translations.
Through the translation experiments using our dataset, we reveal shortcomings of an existing context-aware neural machine translation
model.
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1. Introduction
Neural encoder-decoder models have achieved high BLEU
scores on the machine translation task (Bahdanau et al.,
2015; Vaswani et al., 2017). However, typical machine
translation models translate each sentence without sur-
rounding sentences into consideration since they assume a
one-to-one correspondence between a source sentence and
a target sentence. Moreover, the popular metrics evalu-
ate the quality of each translated sentence regardless of its
context (Papineni et al., 2002). These configurations can-
not deal with certain linguistic phenomena that depend on
the surrounding sentences, such as co-reference (Le Na-
gard and Koehn, 2010; Guillou, 2012) and lexical cohe-
sion (Bawden et al., 2018).
In contrast, several studies extended a widely used encoder-
decoder model to consider multiple sentences (Tiedemann
and Scherrer, 2017; Voita et al., 2018; Voita et al., 2019).
Although the methods improved the translation quality, it is
difficult to demonstrate whether these approaches correctly
addressed the context-dependent linguistic phenomena be-
cause few test data focus on the phenomena.
Voita et al. (2018) evaluated co-reference chains of trans-
lations employing automatic co-reference resolution (Man-
ning et al., 2014) and human annotation in English-Russian.
Bawden et al. (2018) presented manually constructed
test sets to evaluate co-reference and cohesion in English-
French translations. Voita et al. (2019) analyzed outputs
of a recent neural machine translation model on English-
Russian to investigate an error depending on context sen-
tences. They also presented test sets for three phenomena
including deixis, lexical cohesion, and ambiguity which de-
pends on an ellipsis to avoid repeating the same phrase.
These studies contributed to evaluating context-dependent
translation, but they did not consider the zero pronoun prob-
lem.
Zero pronoun, which is an omitted pronoun, is an impor-
tant issue in machine translation because a model needs to
complement such ellipsis during translation. Some Euro-
pean languages such as Portuguese and Spanish allow an
ellipsis of subject but it is easy to complement the omitted
pronoun without context sentences on such languages be-

cause a word depending on the omitted pronoun includes a
marker such as the case. In contrast, Japanese is regarded
as one of the most difficult language to translate in terms
of zero pronoun phenomenon because subject, object, and
possessive cases are often omitted in Japanese and Japanese
words usually have no inflectional forms that depend on the
omitted pronoun (Taira et al., 2012; Kudo et al., 2014).
Figure 1 shows an example. This figure indicates two
Japanese sentences (JP) and their translations into Span-
ish (ES) and English (EN). Since some words are omitted
in Japanese (i.e., “kare wo”, “kare wa”, and “kare no”),
we have to complement them (“him”, “he”, and “his” are
English words corresponding to the omitted words in the
Japanese side) during translation. However, even state-
of-the-art methods for Japanese zero pronoun resolution
achieved an F1 score of only approximately 60% (Matsub-
ayashi and Inui, 2018; Shibata and Kurohashi, 2018; Ku-
rita et al., 2018). On the other hand, Spanish sentences also
contain an ellipsis (“él” corresponding to “him” and “he”)
but we can complement it easily based on the related word
“su” which is corresponding to “his”. Thus, machine trans-
lation considering zero pronoun is a challenging task and
zero pronoun in Japanese is a difficult issue in translation
from Japanese to other languages.
In this paper, we construct a test set to evaluate zero
pronoun resolution in Japanese-English translations. The
test set contains a pair of Japanese-English sentences and
Japanese context sentences. A machine translation model
is expected to find a correct antecedent for a zero pronoun
from context sentences. We also evaluate previous context-
aware translation models on our constructed test set to ex-
plore future direction.

2. Evaluation of Zero Pronoun
2.1. Background
Bawden et al. (2018) constructed test sets to evaluate co-
herence and cohesion in contextualized translation. Their
test sets consist of four components: a sentence as a source
of translation (current sentence), a previous sentence to the
current sentence, which is used as context for translation,
and the correct and incorrect translations of the current sen-
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Figure 1: Example of the zero pronoun problem. These
sentences represent a conversation between a reporter and
a paramedic.

tence. The current sentence contains a word for which we
need the context sentence to translate it correctly, such as
ambiguous anaphoric pronouns la and le in French. Thus,
a translation model needs to pay attention to the context
sentence to output the correct translation. They evaluated
whether each model selects the correct translation based on
a score computed by the model.
Following Bawden et al. (2018), we construct a test set that
consists of four components: a current sentence, context, a
correct translation, and an incorrect translation. In our test
set, since the current sentence contains zero pronoun, trans-
lation models need to detect the correct antecedent from the
context sentences.

2.2. Test Set Construction
To avoid contaminating the test set with noisy instances,
we construct our test set with fully hand-crafted. Thus, the
construction of our test set consisted of three steps: trans-
lation, zero pronoun detection, and incorrect instance con-
struction.
To easily detect zero pronouns whose antecedent appears
in previous sentences, we translated an existing corpus that
contains manually annotated co-reference chain into an-
other language. In addition, Taira et al. (2012) indicated
that spoken language tends to contain more zero pronoun
than literary language. Thus, we used the CNN broad-
cast conversation section of OntoNotes (Ralph et al., 2013;
Pradhan et al., 2007) as a corpus that satisfies the above
requirements. The corpus consists of 5,341 English sen-
tences. We asked translation experts to avoid translating the
sentence word for word and to instead translate each sen-
tence in fluent Japanese to obtain zero pronoun instances.
The purpose of the zero pronoun detection step is to ob-
tain Japanese sentences that contain a zero pronoun whose
antecedent appears in previous sentences. We collected En-
glish sentences including a pronoun whose antecedent ap-
pears in previous sentences based on the co-reference chain.
Then, we extracted the zero pronoun from the translations
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Figure 2: Statistics of distance from a current sentence to a
previous sentence containing the antecedent of a pronoun
in the current sentence. We regard the nearest sentence
that contains the antecedent from the current sentence as
the previous sentence.

of the above English sentences.
Figure 2 shows statistics on distance between a current sen-
tence and a previous sentence containing the antecedent of
a pronoun in the current sentence1. This figure indicates
that three previous sentences cover 80.7% of all co-referred
antecedents. Thus, we used previous three sentences as the
context in contrast to Bawden et al. (2018) which used
only the previous one sentence as a context. In addition,
we include the distance to the context sentence where the
antecedent of a zero pronoun occurs. We represent this dis-
tance as d.
In the incorrect instance construction step, we created a
contrastive instance that is an English sentence containing
an incorrect pronoun. Thus, in the correct sentence (origi-
nal English sentence), we replaced the pronoun correspond-
ing to the zero pronoun in the translated Japanese with an-
other pronoun randomly. Moreover, we replaced all pro-
nouns tied to the co-reference chain in English. We also
modified a subject-verb agreement if necessary. Figure 3
shows an example of our test set.
In addition to such contextualized translation, we also con-
structed d = 0 to evaluate whether a translation model
handles intra-sentential pronouns coherently. Through the
above procedure, we created 724 examples: 218 for d = 0,
362 for d = 1, 96 for d = 2, and 48 for d = 3.
After constructing the test set, we investigated the accuracy
of humans with and without contexts to demonstrate that
humans can select the correct sentence only if they have
the context of the current sentence. We asked two people
to select one sentence from two candidates. Moreover, in
cases where they did not have enough context to judge, we
asked them to answer “undecidable” and we regarded such
instances as incorrect choice.
The bottom row of Table 1 shows the averaged accuracy
of them. This table shows that human judgments achieved
nearly 100% for d = 0 even if they had no contexts because
context is not necessary in this case. However, for d ≥ 1,
human judgments without context sentences (HUMAN W/O
CONTEXT) were much lower than random choices because

1We analyzed only co-reference cases because it is difficult to
detect a zero pronoun instances in translated Japanese based on
co-reference chain in English.
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Figure 3: Example of our test set. These sentences rep-
resent a conversation between a reporter and a paramedic.
The context sentences are spoken by the reporter and the
current sentence is spoken by the paramedic.

they answered “undecidable”. Moreover, in these settings,
kappa coefficients were also much lower than judgments
with context sentences (HUMAN W/ CONTEXT). These re-
sults imply that humans cannot select consistent candidates
if they have no contexts that are necessary for finding out
the correct antecedents for zero pronouns.
In contrast, human judgments with context sentences
achieved approximately 90% with high kappa coefficients
in all settings. Therefore, we conclude that humans can de-
tect the correct antecedents in our constructed test set only
if they have sufficient context sentences. In other words,
our test set is suitable for evaluating whether translation
models resolve zero pronoun problem by using context sen-
tences.

3. Experiments
In this section, we demonstrate the usefulness of the test set
in various aspects. Firstly, we show that simple statistical
baselines cannot choose the correct translation. Secondly,
we report the performances of NMT models that can or can-
not consider contextual information.

MAJORITY This method selects an English translation
containing a more frequent pronoun. Since we use the fre-
quency in training data, this method assesses the difficulty
of resolving zero pronouns with only frequency informa-
tion.

CO-OCCUR This method selects an English sentence
based on co-occurrence statistics between a pronoun and
surrounding words. We regarded the inner product of word
embeddings trained by CBOW (Mikolov et al., 2013)2

as the metric for co-occurrence because such embeddings
can be interpreted as factorized results of a co-occurrence
matrix (Levy and Goldberg, 2014). We define the co-
occurrence score as follows:

CO-OCCUR(X, W) =
∑

w∈W\x

vx · vw, (1)

where W is a set of words in the sentence, x is a target
pronoun in the correct (or incorrect) sentence, and vw is
an embedding of a word w. We used two configurations
for W : one was from the target side only (TARGET), i.e.,
W contains words in the correct (or incorrect) sentence
and the other was from both of the target and the source
(SOURCE+TARGET).

SINGLE-ENCODER We applied a widely-used LSTM
encoder-decoder model (Luong et al., 2015) as the basic
NMT model. We used the implementation of OpenNMT-
py3 with the same hyper-parameters as Bawden et al.
(2018). In addition to translations from only the current
sentence (1-TO-1), we evaluated the performance of the
model with contexts. We concatenated context sentences
with the current sentence to encode multiple sentences in
this method.

MULTI-ENCODER We used the multi-encoder model
with the hierarchical attention proposed by Bawden et
al. (2018)4 as a recent context-aware NMT model. This
method comprises an additional encoder to incorporate
context sentences. Since Bawden et al. (2018) used only
one sentence as the context, they prepared only one addi-
tional encoder. In contrast, we prepared more encoders be-
cause we used at most three sentences as contexts. For this
reason, we applied 3-TO-1 and 4-TO-1 in addition to 2-TO-
1 in Bawden et al. (2018). We trained each method with the
same hyper-parameters as Bawden et al. (2018).

3.1. Training Data
We have two requirements for the training corpus: the train-
ing corpus consists of conversation such as our constructed
test set and contains context sentences for each Japanese-
English sentence pair. In this paper, we used OpenSubti-
tles2016 (Lison and Tiedemann, 2016)5 as a corpus that sat-
isfies these requirements. We extracted Japanese-English
sentence pairs from OpenSubtitles2016 with applying the

2We also applied Skip-gram but CBOW achieved better per-
formance in our experiments.

3https://github.com/OpenNMT/OpenNMT-py
4They used GRU but we applied LSTM for comparison with

the SINGLE-ENCODER.
5https://www.opensubtitles.org/ja

https://github.com/OpenNMT/OpenNMT-py
https://www.opensubtitles.org/ja
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Model d = 0 d = 1 d = 2 d = 3 Total
MAJORITY 41.7 47.8 50.0 50.0 46.4
CO-OCCUR (X, TARGET) 59.6 52.5 44.8 60.4 54.1
CO-OCCUR (X, SOURCE+TARGET) 67.0 56.1 57.3 75.0 60.8
SINGLE 1-TO-1 88.2±2.68 57.5±0.69 56.0±4.32 73.4±3.42 67.6±0.92
SINGLE 2-TO-1 89.4±1.91 68.0±1.50 57.5±4.14 76.7± 3.06 73.6±1.37
SINGLE 3-TO-1 89.6±2.24 68.8±1.27 63.5± 2.87 72.5±3.58 74.6±0.97
SINGLE 4-TO-1 90.0± 2.04 69.2±0.87 63.3±2.67 74.2±1.67 75.0± 0.69
MULTI 2-TO-1 89.8±0.84 67.8±0.90 56.7±1.06 75.8±2.12 73.5±0.29
MULTI 3-TO-1 89.0±2.05 69.3± 1.55 60.8±2.68 75.0±4.56 74.2±1.44
MULTI 4-TO-1 90.0± 1.24 69.2±1.01 62.3±2.75 76.7± 5.50 75.0± 1.14
HUMAN W/O CONTEXT 98.4∗ 27.3 26.0 38.5 49.3
HUMAN W/ CONTEXT 98.6∗ 93.5∗ 92.2∗ 86.5∗ 94.4∗

Table 1: Accuracy of each method on our constructed test set. For NMT models, the averaged accuracy and standard
deviation of five NMT models trained with different initial values are presented. For human evaluation, we add * to scores
whose kappa coefficient was more than 0.7.

Model BLEU
SINGLE 1-TO-1 17.0±0.54
SINGLE 2-TO-1 16.4±0.31
SINGLE 3-TO-1 15.9±0.14
SINGLE 4-TO-1 15.5±0.50
MULTI 2-TO-1 17.1±0.35
MULTI 3-TO-1 17.2±0.68
MULTI 4-TO-1 17.5±0.39

Table 2: BLEU score of each method on the test set ex-
tracted from OpenSubtitles2016.

pre-processing script presented by Bawden et al. (2018)6.
Moreover, we split the extracted pairs to 150M, 5k, and 5k
pairs for training, development, and test sets respectively
while taking attention to remaining their contexts. We used
the test set from OpenSubtitles2016 to calculate the BLEU
score of each translation method because our constructed
test set might be slightly small for the calculation. We
used BPE (Sennrich et al., 2016) for vocabulary construc-
tion with 30k as merge operation.

3.2. Results
Table 1 shows the accuracy of each method on our con-
structed test set. This table implies that MAJORITY is al-
most equal to random choice since its accuracy is not higher
than 50%. CO-OCCUR was superior to MAJORITY for all
distances except for d = 2. This result indicates that a pro-
noun tends to co-occur with some tokens.
SINGLE 1-TO-1 achieved better accuracy than CO-OCCUR
(X, SOURCE+TARGET) for d = 0 but does not on other
distances. In contrast, the methods that encode contexts
outperformed SINGLE 1-TO-1 for d ≥ 1. These results
imply that these methods can find out the correct antecedent
from contexts during translation. On the other hand, there
is no remarkable difference between SINGLE and MULTI
in terms of the accuracy when each method use the same
contexts.
Table 2 shows the BLEU scores of SINGLE and MULTI

6https://github.com/rbawden/PrepCorpus-OpenSubs

models on the test set extracted from OpenSubtitles2016.
Table 2 indicates that the BLEU score of SINGLE dropped
depending on the increase of context sentences. This ten-
dency is also reported in Bawden et al. (2018).
In contrast, all MULTI models achieved better BLEU score
than SINGLE 1-TO-1 and improved the score depending
on the increase of the contexts. Therefore, we consider
that MULTI is superior to SINGLE based on the results de-
scribed in Table 1 and Table 2. Moreover, we should use
as large number of context sentences as possible to achieve
high BLEU score.
However, the accuracy of MULTI were still much lower
than HUMAN W/ CONTEXT. To improve the accuracy of
NMT models, Bawden et al. (2018) suggested predicting
contexts. As an example of our future work, we consider
that we address zero pronoun resolution in encoder side ex-
plicitly such as multi-task learning.
For d = 3, all models except for MAJORITY achieved high
accuracy. In the correct sentences of this distance, the pro-
noun “I” is much more frequent than others. We consider
that this unbalanced frequency causes such high accuracy.
Since we might be able to fix this unbalance by increasing
the size of the test set, we will explore cheaper method for
augmentation with the identical quality to construction in
this paper as a future work.

4. Conclusion
We presented the test set for the zero pronoun problem in
Japanese-English translation. Through human evaluation,
we show that our test set is suitable for evaluating whether a
translation model detects correct antecedents from context
sentences. In addition, we indicated that simple statistical
methods cannot solve our test set. Moreover, experimental
results indicated that there is a large gap between the ac-
curacy of recent neural encoder-decoders and human score.
Thus, our test set could potentially be used as an indicator
to help in the development of context-aware NMT models.
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