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Abstract
The quality estimation of artifacts generated by creators via crowdsourcing has great significance for the construction of a large-scale data
resource. A common approach to this problem is to ask multiple reviewers to evaluate the same artifacts. However, the commonly used
majority voting method to aggregate reviewers’ evaluations does not work effectively for partially subjective or purely subjective tasks
because reviewers’ sensitivity and bias of evaluation tend to have a wide variety. To overcome this difficulty, we propose a probabilistic
model for subjective classification tasks that incorporates the qualities of artifacts as well as the abilities and biases of creators and
reviewers as latent variables to be jointly inferred. We applied this method to the partially subjective task of speech classification
into the following four attitudes: agreement, disagreement, stalling, and question. The result shows that the proposed method esti-
mates the quality of speech more effectively than a vote aggregation, measured by correlation with a fine-grained classification by experts.
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1. Introduction

Crowdsourcing plays an increasingly important role in col-
lecting large-scale data resources in many research fields,
including natural language, speech, and image processing.
One of the major challenges of crowdsourcing is how to
estimate the quality of data. In particular, it is difficult
to control the quality of the artifacts generated by anony-
mous creators via crowdsourcing. An efficient quality es-
timation method enables us to build a large-scale reliable
corpus making the most of available resources. A common
approach is to ask multiple reviewers to judge the quality
of the artifacts. For quality estimation, we need to con-
sider how to aggregate the answers from reviewers. The
conventional method of majority voting, however, does not
necessarily work effectively, particularly in the case of a
wide range of skills and reliability of the evaluation. While
many methods other than simple vote counting have been
proposed (Dawid and Skene, 1979; Whitehill et al., 2009;
Welinder et al., 2010; Venanzi et al., 2014), most prior
research focuses on purely objective tasks, in which we
can define a single correct answer. At the opposite ex-
treme, we find diverse responses and little agreement for
purely subjective tasks, such as the appraisal of an artwork.
Many challenging research topics fall in between these two
extremes. In other words, it is significant to study qual-
ity estimation for partially subjective tasks. For instance,
the classifications of emotion, personality, communication
style, and social role can be considered partially subjec-
tive. If a task is subjective, the answers from the reviewers
tend to disagree because of a wide range of abilities and
criteria (Tian and Zhu, 2012). Although several methods
have been proposed for the quality estimation for subjec-
tive tasks (Baba and Kashima, 2013; Nguyen et al., 2016),
it remains to be explored further.
In this paper, we consider a partially subjective classifica-
tion task. In such a task, a single artifact can definitely
be of a particular class or else ambiguous between several
classes, but cannot definitely be of several different classes

at the same time. In other words, we need to evaluate not
only the clarity of being a single class but also the ambi-
guity between multiple classes. Furthermore, we suppose
a two-stage workflow of crowdsourcing that consists of a
creation stage and a review stage, as illustrated in Figure
1. In the creation stage, anonymous creators generate ar-
tifacts, each of which belongs to one of the given classes.
Quality control during this stage is difficult because the cre-
ators’ abilities and biases have a wide variety. In the review
stage, anonymous reviewers evaluate the artifacts to clas-
sify each of them as one of the given classes. We need to
expect that the evaluations will be divided because the re-
viewers’ abilities and biases are widely varied. Even if we
increase the number of reviewers, the significant variance
will remain. Therefore, the commonly used majority vot-
ing method does not work effectively.

artifact reviewer creator 

…
 

…
 

…
 

generate evaluate 

creation stage review stage 

Figure 1: Two-stage workflow of crowdsourcing

To overcome the difficulty of partially subjective classifi-
cation tasks, we propose a probabilistic model for quality
estimation. Our model takes into account the qualities of
artifacts, the abilities of creators, and the abilities of re-
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viewers as latent variables. The quality estimation is per-
formed by the joint inference of these latent variables. This
means our method estimates the ”true” quality of artifacts
by excluding the subjectivity of crowd workers. We can ap-
ply numerical optimization methods, such as the Newton-
Raphson method, to the inference. The quality estimation
method proposed in (Baba and Kashima, 2013) infers the
qualities of artifacts as well as the creators’ and reviewers’
parameters in a similar way to our method. However, it
targets mostly subjective grade rating but not partially sub-
jective classification, which we consider in this paper.
In order to demonstrate the superiority of the proposed
method, we applied our method to the classification
of speech into four attitudes: agreement, disagreement,
stalling, and question. Firstly, we collected a large number
of utterances of speech by crowdsourced speakers. Then,
the failed recordings were eliminated via another crowd-
sourced task. After that, each utterance was classified into
four attitudes by two or three different reviewers. Finally,
we estimated the qualities of the utterances using the pro-
posed method. The effectiveness of the evaluation method
was measured by correlation of the estimated quality with
a fine-grained evaluation carried out by experts, which is
considered to be less subjective.
The result of our experiments shows that the proposed
method estimates the qualities of the artifacts more effec-
tively compared to the commonly used vote aggregation
method. The proposed method is applicable to collect a
large-scale data resource for mutually exclusive classifica-
tion via crowdsourcing with the two-stage workflow.

2. Method
In this paper, we address a data collection procedure via
crowdsourcing that consists of two stages: a creation stage
and a review stage. Firstly, in the creation state, creators
generate artifacts. Then in the reviewer stage, reviewers
evaluate the artifacts. Finally, we estimate the quality of
the artifacts on the basis of the results of the crowdsourcing.
Regarding the task, we consider classifying an artifact u ∈
U as one of the given classes i ∈ I . Since the classes are
mutually exclusive, we suppose the quality of an artifact
can be represented by a point on the standard simplex:{

qiu

∣∣∣∣∣ i ∈ I,∑
i∈I

qiu = 1, qiu ≥ 0

}
.

This means an artifact can definitely be of a particular
class, or else ambiguous between several classes, but it can-
not definitely be of several different classes at the same
time. For example, q = (1, 0, . . . , 0) means the artifact
definitely belongs to a specific class. On the other hand,
q = (1/|I|, . . . , 1/|I|) indicates the artifact is ambiguous
between all classes.
In what follows, we consider two methods for quality esti-
mation: the voting method as a baseline, and the proposed
method based on a probabilistic model.

2.1. Voting method
As a baseline, we consider the voting method for quality
estimation. We count the number of votes in the following

way. For each artifact, the class given to the creator who
generated it counts as one vote. Besides this, each of the
answers given by the reviewers who evaluated it counts as
one vote. We get an estimation of the artifact’s quality on
the standard simplex by dividing the total number of votes.

2.2. Probabilistic Model
2.2.1. Creation Stage
In the creation stage, each artifact u is generated by a cre-
ator s(u) ∈ S given a class j(u) ∈ I . In other words, each
creator s generates a set of utterances Us ⊆ U . We assume
that each creator has an ability

{αijs > 0 | i ∈ I, j ∈ I} .

An artifact with a quality {qui}i∈I is assumed to be gener-
ated by a creator s following a Dirichlet distribution with a
concentration parameter {αij(u)s(u)}i∈I . That is to say, the
probability of artifact generation can be written as

p
(
{qiu}i

∣∣ {αij(u)s(u)}i)
= Dirichlet

(
{qiu}i; {αij(u)s(u)}i

)
=

1

B({αij(u)s(u)}i)
∏
i∈I

q
αij(u)s(u)−1
iu

∀u ∈ U.

Here B is the Beta function, which is defined in terms of
the gamma function Γ by

B({αi}i) =

∏
i Γ(αi)

Γ (
∑
i αi)

.

We can say that ajs =
∑
i∈I αijs and mijs = αijs/ajs

represent the repeatability and the mean quality of artifacts
generated by a creator s given a class j.

2.2.2. Review Stage
In the review stage, each artifact u ∈ U is judged by a
reviewer r(u) ∈ R to belong to a class tur ∈ I . In other
words, each reviewer r evaluates a set of artifacts Ur ⊆ U
to classify each of them as {yiur | i ∈ I, u ∈ Ur}, where

yiur =

{
1 i = tur

0 i 6= tur
.

We assume each reviewer has an ability

{βir > 0 | i ∈ I} .

Answers given by reviewers {yiur}i∈I are assumed to fol-
low a multinomial distribution with a probability parameter

softmax ({βirηiu}i),

where ηiu is defined by ηiu = arctanh (qiu). That is to say,
the probability of artifact evaluation is given by

p ({yiur}i | {qiu}i, {βir}i)
= Mulitonimial ({yiur}i; softmax ({βirηiu}i))

=
∏
i∈I

[
exp (βirηiu)∑

i′∈I exp (βi′rηi′u)

]yiur

∀u ∈ Ur, ∀r ∈ R.

The scale and the relative differences of {βir}i∈I represent
the sensitivity and the biases of a reviewer r in their evalu-
ation of artifacts, respectively.
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2.2.3. Prior Distribution
We introduce prior distributions of the model parameters
αijs and βir. We assume a half-Gaussian prior distribution
for creators’ abilities:

p ({αijs}i|σα) ∝ exp

(
−

(
∑
i αijs)

2

2σ2
α

)
∀j ∈ I, ∀s ∈ S.

In a similar way, we assume a half-Gaussian prior distribu-
tion for reviewers’ abilities:

p ({βir}i|σβ) ∝ exp

(
−
∑
i βir

2

2σ2
α

)
∀i ∈ I, ∀r ∈ R.

In our experiments we set σα = σβ = 1√
2
× 102.

2.2.4. Whole Model
The whole model can be summarized by the graphical
model shown in Figure 2.

qiuαijs

βir

yiur

σα
σβ

i, j ∈ I , s ∈ S

i ∈ I , r ∈ R

i ∈ I , u ∈ U

i ∈ I , u ∈ Ur , r ∈ R

Figure 2: Graphical model of the proposed method

The total log probability is given by

log p
(
{yiur}i,u,r , {qiu}i,u , {αijs}i,j,s , {βir}i,r

∣∣∣σα, σβ)
=
∑
u∈U

log p
(
{qiu}i

∣∣ {αij(u)s(u)}i)
+

∑
u∈Ur,r∈R

log p ({yiur}i | {qiu}i, {βir}i)

+
∑

s∈S,j∈I
log p ({αijs}i|σα) +

∑
r∈R

log p ({βir}i|σβ) .

This can be rewritten as

∑
u∈U

 log p
(
{qiu}i

∣∣ {αij(u)s(u)}i)
+
∑
r∈Ru

log p ({yiur}i | {qiu}i, {βir}i)

)
+ Cα,β .

(1)

Cα,β represents the terms that do not depend on {qiu}i, and
Ru = {r ∈ R |u ∈ Ur} denotes the set of reviewers who
evaluate an artifact u. We can rewrite the log probability
also as

logPC + λR logPR, (2)

where logPC and logPR are given by

logPC =
∑

s∈S,j∈I

 ∑
u∈Ujs

log p ({qiu}i | {αijs}i)

+ log p ({αijs}i|σα)

 (3)

logPR =
∑
r∈R

(∑
u∈Ur

log p ({yiur}i | {qiu}i, {βir}i)

+ log p ({βir}i|σβ)

)
.

(4)

Ujs = {u ∈ U | j = j(u), s = s(u)} denotes the set of
artifacts generated by a creator s given a class j. In (2), we
introduce a parameter λR that gives weight to the reliability
of reviewers than to that of creators. This corresponds to
duplicating the observed answers by λR times.

2.3. Inference
We apply a numerical optimization method to infer the
latent variables in this study. In order to infer the arti-
fact’s qualities q = {qiu}i,u, the creator’s abilities α =
{αijs}i,j,s, and the reviewer’s abilities β = {βir}i,r, we
maximize the log likelihood numerically using the follow-
ing procedure:

1. Initialize q.

2. Optimize α with the fixed values of q.

3. Optimize β with the fixed values of q.

4. Optimize q with the fixed values of α and β.

5. Repeat Step 2, 3 and 4 iteratively until the conver-
gence.

We initialize q to the same value as that of the voting
method. (3) shows Step 2 can be performed for each creator
independently. The optimization of each {αijs}i is nothing
but an estimation of the Dirichlet distribution parameters.
In this paper, we apply the optimization method proposed
in (Minka, 2000). Similarly, Step 3 can be performed for
each reviewer independently, as shown by (4). The opti-
mization of each {βir}i can be formulated as a multino-
mial logistic regression. We optimize the reviewer’s abili-
ties using the limited-memory Broyden-Fletcher-Goldfarb-
Shanno (L-BFGS) algorithm. Furthermore, (1) indicates
that we can decompose Step 4 into independent tasks for
each utterance. Since we need to infer an artifact quality on
the standard simplex, we apply the trust-region constrained
method.

3. Dataset
In order to evaluate our method, we built a Japanese speech
corpus using crowdsourcing with a two-stage workflow.
The task we addressed was a classification of speech into
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attitude definition
Agreement utterance when the speaker is in fa-

vor, is backchanneling, or gives an
opinion, often with a falling tone

Disagreement utterance when the speaker is
against or dissatisfied, often with a
rising tone

Stalling utterance when the speaker is think-
ing or worried, often with a
stretched and leveled tone

Question utterance when the speaker wants to
ask, is listening back, or confirms
facts, often with a rising tone

Table 1: Definition of speech attitudes

four attitudes: agreement, disagreement, stalling, and ques-
tion. Table 1 shows our definition of the attitudes, which
were shown to the crowd workers with example audio clips
during the data collection.
The speech attitude classification is one of the typical par-
tially subjective tasks. It is known that the intonation curve
at the end of accentual or intonational phrases conveys the
attitude of the speaker in Japanese (Igarashi et al., 2013).
Specific shapes of intonation, including rising, falling, and
leveling, are well-associated with attitudes (Venditti, 2005).
Nevertheless, there are individual differences in the percep-
tual boundaries (Kibe et al., 2018). While one reviewer
consistently judges artifacts with similar rising intonation
curves as members of the disagreement class, another re-
viewer may classify those same artifacts as members of the
question class. In what follows, we describe the details of
our corpus.

3.1. Recording
Before the main recording, we prepared a qualification
round to screen out workers who make low-quality record-
ings. As a result, 138 speakers went to the main recording
step. We asked each of the qualified speakers to read aloud
a set of 63 sentences. The sentences assigned to a speaker
were randomly chosen from five sets. More specifically,
the speakers were asked to read out a given sentence ex-
pressing each of the four attitudes. This means that one
speaker read aloud 252 utterances. After eliminating in-
valid recordings, those which contained background noise
or speech errors, via another crowdsourcing task, 32,148
utterances remained.

3.2. Review
Each of the 20 reviewers was asked to evaluate a set of
utterances and to classify them into one of four attitudes.
Specifically, we asked the reviewers to gauge the attitudes
of the utterances on the basis of the prosodic information
but not the linguistic information. The reviewers were not
notified of the speaker’s attitude at the recording time. We
hypothesized that respondents’ discrimination between dis-
agreement and question is more subjective than their dis-
crimination between agreement and stalling. Therefore, we
assigned three reviewers to utterances in which the speaker

had expressed disagreement or a question, while two re-
viewers were assigned to utterances in which the speaker
had expressed agreement or stalling. In total, we collected
80,472 reviews. As for the inter-rater reliability, Krippen-
dorff’s α was calculated to be 0.65.

4. Experiments
We evaluated the quality of utterances in our corpus by the
voting method and the proposed method to investigate their
effectiveness. The effectiveness of estimation was mea-
sured by correlations with the evaluation by experts on a
test set. The result indicates that our method outperforms
the commonly used voting method.

4.1. Results of Quality Estimation
The distribution of the quality estimated by the voting
method and the proposed method with λR = 1, 5, and 10
are shown in Figure 3, 4, 5, and 6, respectively. In addition,
Figure 7 illustrates the estimated quality in detail specifi-
cally for λB = 5. The diagonal part is the histogram, which
is equivalent to that in Figure 5. The upper and lower tri-
angular parts are the scatter and density plots, respectively.
As shown in these figures, the voting method yields a sparse
discrete distribution. In contrast, the proposed method can
estimate the continuous distribution of quality.
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Figure 3: Distribution of the quality estimated by the voting
method

4.2. Test Set
To analyze the effectiveness of quality estimation quanti-
tatively, we prepared a ”less subjective” test set as follows.
Firstly, we chose 342 utterances using the random sampling
method. In order to balance the quality in the test set, we
added weights on the utterances during the sampling. The
weight added on each utterance was the inverse of the num-
ber of the utterances that had the same quality, eliminat-
ing those less than one percent. Since the true quality is
unknown, we calculated the weights from the quality esti-
mated by the voting method. Then, we evaluated the qual-
ity of the utterance. More specifically, one of the authors
classified the test set into the categories shown in Table 2.
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Figure 4: Distribution of the quality estimated by the pro-
posed method with λR = 1
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Figure 5: Distribution of the quality estimated by the pro-
posed method with λR = 5
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Figure 6: Distribution of the quality estimated by the pro-
posed method with λR = 10

Figure 7: Details of the quality estimated by the proposed
method with λR = 5

grade definition
(5,1,1,1) definitely A
(1,5,1,1) definitely D
(1,1,5,1) definitely S
(1,1,1,5) definitely Q
(4,2,1,1) probably A, but possibly D

...
...

(1,1,2,4) probably Q, but possibly S
(3,3,1,1) ambiguous and difficult to distinguish be-

tween A and D
...

...
(1,1,3,3) ambiguous and difficult to distinguish be-

tween S and Q
(2,2,2,2) ambiguous between all attitudes

Table 2: Definition of 23 grades. A, D, S, and Q are the ab-
breviations of agreement, disagreement, stalling, and ques-
tion, respectively. The grade is represented as a four-tuple
of which elements correspond to the grade of agreement,
disagreement, stalling, and question.

As a result, the composition of the test set resulted in what
is shown in Figure 8. On the basis that the agreement rate
between the authors was higher than 0.85 in a preliminary
experiment on a small subset of the corpus, we suppose this
evaluation is less subjective than that performed by crowd
workers. Nevertheless, it is not feasible to ask crowd work-
ers to perform this task because it demands a high cognitive
load as well as expertise.
If we consider grades four and two to be the same as grade
three, then the classification is reduced to 11 categories.
In addition, the classification can be decomposed into five-
grade evaluations of each attitude. In what follows, we call
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(2,2,2,2)
(1,1,3,3)
(1,3,1,3)
(1,3,3,1)
(3,1,1,3)
(3,1,3,1)
(3,3,1,1)
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Figure 8: Composition of the test set

the former as a ”three-simplex 11-grade” classification and
the latter as a ”one-dimensional five-grade” estimation.

4.3. Evaluation of Quality Estimation
We evaluated the baseline method and the proposed method
on the test set. The effectiveness was assessed by compar-
ing the estimated quality to that evaluated by the experts.
Specifically, we used the following measures:

• accuracy p, Cohen’s κ (Cohen, 1960) and Aickin’s α
(Aickin, 1990) in the ”three-simplex 11-class” formu-
lation

• Goodman and Kruskal’s γ (Goodman and Kruskal,
1954) in the ”one-dimensional five-grade” formulation

grade point on the simplex
(5,1,1,1) t(1 0 0 0)
(1,5,1,1) t(0 1 0 0)
(1,1,5,1) t(0 0 1 0)
(1,1,1,5) t(0 0 0 1)
(3,3,1,1) t(1/2 1/2 0 0)

...
...

(1,1,3,3) t(0 0 1/2 1/2)
(3,3,3,3) t(1/4 1/4 1/4 1/4)

Table 3: Correspondence between 11 grades and Voronoi
cells

To calculate p, κ, and α, we classified the test set into 11
classes on the basis of the estimated quality as follows.
Firstly, we mapped each of the 11 grades on to a point on
the three-simplex, as shown in Table 3. By using these 11
points as seeds for Voronoi cells, the simplex was parti-
tioned by the Voronoi tessellation. Then, a given utterance
with a quality value on the simplex was classified as one

of 11 classes with random tie-breaking. In other words, we
assigned an utterance to the nearest class on the simplex.
The accuracy p is given by the ratio of test data classified by
the Voronoi tessellation to the same class as the one by the
experts. In the calculation of γ, we counted a pair that was
not tied on the five-grade variable evaluated by experts, but
instead on the estimated variable as a discordant one. Sub-
sequently, we got four gamma values with respect to four
attitudes and their average. Following the above procedure,
we compared the quality estimation methods using the vot-
ing method and the proposed method with λR = 1, 5, and
10 to get the results shown in Table 4 and 5. In conclu-
sion, the proposed method outperformed the voting method
under all conditions we investigated.

method λR p κ α

voting - 0.48 0.40 0.43
proposed 1 0.62 0.53 0.58
proposed 5 0.57 0.49 0.52
proposed 10 0.55 0.47 0.50

Table 4: Results of the effectiveness evaluation for the
”three-simplex 11-class” classification

method λR γA γD γS γQ γ

voting - 0.82 0.45 0.56 0.64 0.62
proposed 1 0.75 0.64 0.74 0.77 0.73
proposed 5 0.87 0.61 0.72 0.78 0.74
proposed 10 0.87 0.60 0.72 0.74 0.73

Table 5: Results of the effectiveness evaluation for the
”one-dimensional five-grade” evaluation. γA, γD, γS and
γQ denote the gamma values of agreement, disagreement,
stalling, and question, respectively. γ denotes their average.

5. Conclusion
In this paper, we have addressed quality estimation for par-
tially subjective classification tasks via two-stage crowd-
sourcing. For this purpose, we have proposed a proba-
bilistic model that enables us to estimate the ”true” quality
of the artifacts, considering the ability of the creators and
the reviewers. Among numerous other partially subjective
tasks, we have targeted that of speech attitude classification.
We have collected a speech corpus for attitude classification
via crowdsourcing with the two-stage workflow. We have
estimated the quality of the utterances in our corpus using
the commonly used voting method and our method to in-
vestigate the effectiveness of both methods, measured by
their correlation with a fine-grained quality estimation by
experts. The results indicate that the proposed method esti-
mates the quality of artifacts more effectively than does the
conventional voting method.
By using an efficient method of quality estimation, we can
build a large-scale reliable corpus making full use of finite
resources. One way to use such a method is to apply it to
an existing corpus with evaluation by reviewers. We can ex-
tract a subset of high-quality data from the whole corpus. In
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particular, the proposed method is applicable to any corpus
with evaluation by reviewers whose task is classification. A
generator is not limited to a crowd worker. Different data
resources can be regarded as generators. In case no infor-
mation on the data resources is available, we may suppose
all data were created by a single generator. Another way to
use a quality estimation method is for building a new cor-
pus. The results of a small-scale preliminary experiment,
analyzed by an effective quality estimation method, help us
to decide the corpus design. For example, we can estimate
an appropriate number of reviewers per artifact. Using our
method, we can infer the distribution of quality and the ones
of reliability for generators and reviewers. We can design
the data collection process based on this information. In
these ways, the proposed method of quality estimation en-
ables us to build a large-scale reliable corpus.
Finally, we will discuss some of the future directions of re-
search. The effectiveness of our method with an increased
number of reviewers evaluating the same artifact should be
investigated. Apart from that, introducing supervision over
quality estimation is a possible extension of our method.
For example, we can force a part of the artifacts to have
given qualities by experts during the inference. This exten-
sion may resolve a possible discrepancy between the per-
ceptual scale of the quality and the scale of the estimated
values. Moreover, many challenging research topics lie in
between purely objective and purely subjective, which we
have targeted in this paper, to name a few, the classification
of emotion, personality, communication style, and social
role.
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