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Abstract
This paper describes VICTOR, a novel dataset built from Brazil’s Supreme Court digitalized legal documents, composed of more than
45 thousand appeals, which includes roughly 692 thousand documents—about 4.6 million pages. The dataset contains labeled text data
and supports two types of tasks: document type classification; and theme assignment, a multilabel problem. We present baseline results
using bag-of-words models, convolutional neural networks, recurrent neural networks and boosting algorithms. We also experiment
using linear-chain Conditional Random Fields to leverage the sequential nature of the lawsuits, which we find to lead to improvements
on document type classification. Finally we compare a theme classification approach where we use domain knowledge to filter out the
less informative document pages to the default one where we use all pages. Contrary to the Court experts’ expectations, we find that
using all available data is the better method. We make the dataset available in three versions of different sizes and contents to encourage
explorations of better models and techniques.
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1. Introduction
Brazil’s legal system suffers from an unreasonably large
number of lawsuits (de Cássia Carvalho Lopes, 2017). To
put matters into perspective, about 80 million lawsuits were
awaiting judgement in 2017. That is almost one process
for every three Brazilians. The period from 2009 to 2017
saw an increase of 19.4 million lawsuits (Fariello, 2018).
In addition, the average processing time of lawsuits can
reach more than seven years in some cases. The long
waiting times impact Brazil’s legal certainty and represent
greater budgetary requirements—Brazil spent R$ 90.7 bil-
lion in 2017 to maintain the judiciary, approximately 22
billion dollars (Secretaria de Comunicação Social do Con-
selho Nacional de Justiça, 2018).
Our work aims to apply Natural Language Processing
(NLP) and Machine Learning (ML) techniques to Brazil’s
Supreme Court (Supremo Tribunal Federal or STF) cases
to help overturn this scenario. The STF receives roughly 42
thousand cases each semester, taking 22 thousand hours for
humans to sort through. That time could be better spent at
more complex stages of the judicial work flow, for instance
the ones requiring legal reasoning.
Most of the cases reach the court as PDF files with raster
scanned documents. Approximately 10% of these are un-
structured, containing several unindexed documents rang-
ing from petitions and orders to rulings. Therefore, as a
first goal we explore and evaluate methods for automat-
ically classifying document types. The documents origi-
nate in different Brazilian courts and often contain visual
noise (handwritten annotations, stamps, stains). So the
main challenges here are the intra-class diversity and the
quality of the scanned documents.
In addition, lawsuits pertaining to the STF belong to one or
more general repercussion (repercussão geral) themes that
are presently checked by humans during the initial process-
ing of the suit. As our final goal we train and evaluate a
series of models that assign themes to suits. In this case,
the central difficulty is the size of the suits, which can con-
tain dozens of documents.

Our main contribution is VICTOR1, a dataset of legal docu-
ments belonging to STF’s suits labeled by a team of experts.
We hope that this can help other researchers to explore NLP
and ML applied to the legal field, document analysis, text
classification and multilabel classification. Our second con-
tribution is a benchmark that compares a series of models
we evaluate for each goal: document type classification and
lawsuit theme assignment.
The rest of this paper is organized as follows. In Section 2,
we introduce related works. In Section 3, we discuss the
dataset and its creation process. We present the models ex-
plored and the experiments involved and discuss the results
obtained in Sections 4 and 5 regarding the first and second
goals, respectively. Section 6 concludes the paper.

2. Related Works
2.1. Text classification
A traditional well-performing baseline for text classifica-
tion is representing a document as a bag-of-words and give
that as input to a classifier like Naïve Bayes or Support
Vector Machines (Joachims, 1998). Such representation
is invariant to word-order, a property that may hinder per-
formance in applications such as sentiment classification,
where word positioning can completely change the seman-
tics of the sentence. Using n-grams instead of only 1-grams
(words) can mitigate that problem. Joulin et al. (2017) pro-
pose a shallow model that uses n-gram features and hier-
archical softmax to efficiently train on large datasets. Liu
et al. (2016) propose a semi-supervised text classification
method that combines boosting and examples that do not
belong to any class, which is shown to particularly benefit
problems with few labeled examples.
The popularization of deep neural networks gave rise to
the creation of many architectures for text categorization.
Zhang et al. (2015) and Conneau et al. (2017) inde-
pendently show that a character-level CNN surpasses shal-
low models’ performances on large datasets. Johnson and

1Data available at http://ailab.unb.br/victor/
lrec2020/
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Zhang (2016) were able to improve the state of the art by
using a word-level LSTM network with pooling. Howard
and Ruder (2018) introduce a transfer learning method for
any NLP task that outperforms the state-of-the-art text clas-
sifiers, in addition to requiring much less data to match the
performance of a model trained from scratch.

2.2. Natural Language Processing and Machine
Learning in the legal domain

Several works have explored the use of Natural Language
Processing and Machine Learning techniques to analyze le-
gal documents. Named entity recognition (NER) has been
used to automatically extract relevant entities from legal
text (Dozier et al., 2010; Cardellino et al., 2017; Luz de
Araujo et al., 2018). Automatic summarization has been
employed to help manage the great amount of information
legal employees are required to process (Kanapala et al.,
2017; Galgani et al., 2012; Kumar and Raghuveer, 2012;
Kim et al., 2013). In addition, topic models have been used
to analyze large corpora of legal documents (Carter et al.,
2016; Remmits, 2017; O’Neill et al., 2016).
Text classification in the legal domain is used in a number
of different applications. Katz et al. (2014) use extremely
randomized trees and extensive feature engineering to pre-
dict if a decision by the Supreme Court of the United State
would be affirmed or reversed, achieving an accuracy of
69.7%. Aletras et al. (2016), in a similar fashion, trained
a model to predict, given the textual content of a case from
the European Court of Human Rights, if there has been a
violation of human rights or not. The paper employed n-
grams and topics as inputs to a SVM, reaching an accuracy
of 79%. Şulea et al. (2017) trained a linear SVM on text
descriptions of cases from the French Supreme Court, ob-
taining a 90% F1 score in law area prediction (eight classes)
and a 96.9% F1 score in ruling prediction (six classes). Un-
davia et al. (2018) evaluated a series of classifiers (CNN,
RNN, SVM and logistic regression) trained on a dataset of
cases from the American Supreme Court. Their best per-
forming model, a CNN, was able to achieve an accuracy
of 72.4% when classifying the cases into 15 broad cate-
gories and 31.9% when classifying over 279 finer-grained
classes.

3. The Dataset
The VICTOR dataset is composed of 45,532 Extraordinary
Appeals (Recursos Extraordinários) from the STF. Each
suit in turn contains several different documents, ranging
from the appeal itself to certificates and rulings, totaling
692,966 documents comprising 4,603,784 pages.
The Court provided the VICTOR data in the form of PDF
files where each file either represents a particular document
or is an unstructured volume containing several documents.
In the former case, the suits were manually annotated by
experts from the Court staff with labels for the document
classes, totalizing 44,855 suits with 628,820 documents.
The first issue we faced was extracting the text from the
PDF files. A significant part of the provided data is in the
form of images obtained by scanning printed documents,
which often contain handwritten annotations, stamps, stains
and other sources of visual noise.

The first step is checking if a file content is purely an image
scan or contains text data. If the former is true, we apply
an Optical Character Recognition (OCR) system (Smith,
2007) and store the resulting text. Otherwise, we use regu-
lar expressions to verify the embedded text quality. In case
the quality is deemed acceptable, we simply store the text;
if not, we apply OCR and store the result. The extracted
text contains some artifacts from the OCR system and PDF
tagging scheme. For that reason, we employ regular ex-
pressions to clean the text. In addition, we apply to the
text some preprocessing steps: stemming, removal of stop
words, lower-casing, tokenization of e-mails and URLs,
and specific tokenization of articles of law (e.g. Lei—law—
11.419 to LEI_11419).
The dataset contains two types of annotation for two differ-
ent tasks.

1. Labels for document type classification: Acórdão,
for lower court decisions under review; Recurso Ex-
traordinário (RE), for appeal petitions; Agravo de Re-
curso Extraordinário (ARE), for motions against the
appeal petition; Despacho, for court orders; Sentença
for judgements; and Others for documents not in-
cluded in the previous classes. This task has evolved
from early versions evaluated in (Braz et al., 2018; da
Silva et al., 2018).

2. Labels for lawsuit theme classification, which as-
sign one or more General Repercussion (Repercussão
Geral) themes to each Extraordinary Appeal. There
are 28 theme options identified by integers (e.g. theme
810) corresponding to the most frequent ones and one
class (with ID 0) for the remaining themes, summing
up to 29 classes.

To ensure the reproducibility of our experiments we ran-
domly divided the appeals into 70%/15%/15% splits for
train/validation/test respectively, maintaining theme distri-
bution across them.
There are three versions of VICTOR:

• Big VICTOR or BVic, used only for theme classifica-
tions, since it contains all data, including the unlabeled
documents.

• Medium VICTOR or MVic (44,855 suits, 628,820
documents and 2,086,899 pages) is the result of filter-
ing out those samples and can be employed for both
theme and document type classification.

• Small VICTOR or SVic. Due to the huge size of the
MVic dataset it is extremely hard to share it with the
community. So we limit the number of suits for each
theme to 100 samples in each set to create the SVic
dataset, which contains 6,510 Extraordinary Appeals,
94,267 documents and 339,478 pages.

Table1 exhibits the class distribution for each split of the
relevant versions of the dataset. Figures 1, 2 and 3 show the
theme distribution for each versions of VICTOR. The pre-
sented theme IDs are the ones used originally by the Court.
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Table 1: Class distribution per split.

Dataset Category Training set Validation set Test set
Documents Pages Documents Pages Documents Pages

Acórdão 1,966 4,740 354 656 358 659
ARE 2,894 34,640 760 8,373 721 7,347

MVic Despacho 2,415 3,952 326 457 346 490
Others 420,494 1,323,841 92,696 280,399 93,855 283,763
RE 4,396 77,893 902 15,753 849 15,129
Sentença 4,065 21,210 727 3,970 696 3,627
Acórdão 301 553 201 299 199 273
ARE 270 2,546 237 2,149 213 1,841

SVic Despacho 265 346 147 183 147 198
Others 38,585 134,134 25,898 84,104 25,744 85,408
RE 453 9,509 326 6,364 312 6,331
Sentença 420 2,129 284 1,636 265 1,475

Table 2: F1 score of our methods for document type classification on the test sets. A baseline that always chooses the
majority class yields a F1 score weighted by class frequencies of 87.06/84.41 and a average F1 score of 15.90/15.73 on
MVic and SVic, respectively.

Dataset Model Acórdão ARE Despacho Others RE Sentença Weighted Average
NB 49.20 32.08 39.82 89.38 38.06 37.80 84.77 47.72

MVic SVM 65.41 52.62 59.34 95.85 64.52 69.75 92.88 67.92
BiLSTM 72.84 57.82 60.07 97.11 67.74 69.96 94.33 70.92
CNN 71.06 58.11 56.04 97.37 68.71 72.35 94.64 70.61
NB 66.40 36.07 51.15 93.24 55.89 55.99 88.93 59.79

SVic SVM 81.15 58.06 67.88 96.85 74.66 79.30 94.25 76.32
BiLSTM 85.82 52.12 51.01 97.15 74.06 76.70 94.65 72.81
CNN 86.43 55.92 59.88 97.30 76.23 79.29 94.72 75.84
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Figure 1: BVic theme distribution.

4. Document Type Classification
In this section we compare different methods we explored
to classify the document types. All results, unless stated
otherwise, are reported on the test set and refer to page pre-
diction accuracy. For a baseline, we select the most fre-
quent class (others), which gives a F1 score weighted by
class frequencies of 87.06/84.41 and a average F1 score of
15.90/15.73 on M/SVic test set.

4.1. Bag-of-words Methods
We represent the documents as bag-of-words with tf-idf
features. We experiment with two different classifiers:
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Figure 2: MVic theme distribution.

Naïve Bayes and SVM.
Feature extraction: We search for the best hyperparam-
eters using the validation set. The best approach uses un-
igrams and bigrams, and includes only terms with a min-
imum document frequency of two pages and a maximum
frequency of 50% of the pages. We restrict our vocabulary
to the 70,000 most frequent words in the training set.
Naïve Bayes: We train a Naïve Bayes classifier with a ad-
ditive Laplace smoothing parameter α = 0.001 and class
prior fitting due to the category imbalance.
SVM: We employ a SVM with linear kernel and apply
weights inversely proportional to class frequencies to com-
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Figure 3: SVic theme distribution.

Figure 4: CNN architecture for document type classifica-
tion.

pensate the imbalance.

4.2. Convolutional Neural Network
We based our CNN architecture on the one proposed
in (Conneau et al., 2017). Our network is shallower though,
as we found that stripping several layers improved the ac-
curacy of the model. As a result, the network trains faster
and requires less GPU memory. We also work on the word
level instead of on the character level.
Our architecture is shown in Figure 4. The network takes
as input the first 500 tokens from the input and embed them
into 100 dimensional vectors. The remaining tokens are
discarded, with the intuition that those first tokens are suffi-
cient to discriminate between classes, which was confirmed
in early experiments. Next, we concatenate the output of
three convolutional blocks formed by a convolutional layer
with 256 filters and varied sizes (3, 4 and 5) followed by

Figure 5: Bi-LSTM architecture for document type classi-
fication.

Table 3: Performance before and after CRF processing on
the test sets.

MVic SVic
Classes CNN CNN-CRF CNN CNN-CRF
Acórd. 71.06 75.02 / +5.57% 86.43 90.60 / +4.82%
ARE 58.11 62.89 / +8.23% 55.92 59.54 / +6.47%
Desp. 56.04 62.55 / +11.62% 59.88 56.69 / -5.33%
Others 97.37 97.66 / +0.30% 97.30 97.68 / +0.39%
RE 68.71 74.38 / +8.25% 76.23 78.77 / +3.33%
Sent. 72.35 77.77 / +7.49% 79.29 81.13 / +2.32%
Wtd. 94.64 95.37 / +0.77% 94.72 95.33 / +0.64%
Avg. 70.61 75.05 / +6.29% 75.84 77.40 / +2.06%

batch normalization and max pooling layer of size 2. An-
other max pooling operation (of size 50) is applied to the re-
sult of the concatenation and the output is flattened. Finally,
the flattened tensor is processed by two fully connected lay-
ers and a softmax function produces the final output. A
dropout mask is applied to the first fully connected layer
with 50% dropping probability.
We use Adam (Kingma and Ba, 2015) to optimize the
cross-entropy loss function with a learning rate of 0.001
and train the model for 20 epochs with mini-batches of 64
samples.

4.3. Bidirectional LSTM Network
For this model, we embed the first 500 tokens from each
page into an 100 dimensional space and subsequently
feed them into a Bidirectional (Graves and Schmidhuber,
2005) Long Short-Term Memory (LSTM) (Hochreiter and
Schmidhuber, 1997) layer with 200 units for each direction.
The forward and backward representations of the sequence
are summed together and fed to a fully connected layer fol-
lowed by a softmax activation that calculates the final class
probabilities. Figure 5 exhibits the architecture.
We trained the model for 20 epochs with batches of 64 sam-
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Figure 6: Confusion matrix of CRF predictions for the test set and ground truth tags. Each value represents the percentage
of samples from the row class that were classified as being from the column class.

Acór
dã

o
ARE

Desp
ach

o
Othe

rs RE

Se
nte

nça

After CRF

Acórdão

ARE

Despacho

Others

RE

Sentença

Be
fo

re
 C

RF

85.81 0.70 0.18 11.73 1.23 0.35

0.00 88.51 0.04 8.78 2.63 0.04

0.00 0.00 100.00 0.00 0.00 0.00

0.01 0.81 0.02 98.37 0.64 0.15

0.03 1.42 0.01 14.65 83.86 0.04

0.07 0.03 0.17 13.48 0.17 86.07

Before and after CRF confusion matrix (MediumVICTOR)

(a) MVic.

Acór
dã

o
ARE

Desp
ach

o
Othe

rs RE

Se
nte

nça

After CRF

Acórdão

ARE

Despacho

Others

RE

Sentença

Be
fo

re
 C

RF

87.46 0.00 0.35 11.50 0.70 0.00

0.00 78.36 0.06 14.29 7.15 0.13

0.00 0.00 100.00 0.00 0.00 0.00

0.00 0.30 0.02 99.36 0.26 0.06

0.00 1.32 0.00 12.82 85.79 0.07

0.08 0.00 0.00 10.37 0.41 89.14

Before and after CRF confusion matrix (MediumVICTOR)

(b) SVic.

Figure 7: Confusion matrix of test set predictions before and after CRF processing. Each value represents the percentage
of samples with the row class prediction before CRF processing that were classified as being from the column class after
CRF processing.

ples and learning rate value of 0.001 with Adam optimizer.

4.4. Linear-chain CRF post-processing
Instead of classifying each page by itself, one can use the
fact that a suit is composed by a series of document pages
and treat the document classification as a sequence labeling
problem. Intuitively, a page is more likely to be followed
by another of the same type, as documents usually contain
more than one page, so taking in consideration the sequen-
tial aspect of the data should improve classification metrics.
Rather than having a page as input and outputting a docu-

ment type prediction, the sequence labeling approach out-
puts a series of type predictions (tags) given a series of in-
put pages. We can consider neighbor tag information by
employing linear-chain Conditional Random Fields (CRF),
which have been shown to be very effective in sequence
tagging problems (Lafferty et al., 2001; Huang et al., 2015;
Lample et al., 2016).

To better leverage the sequential information, we
adapt the document classes by using the IOB tagging
scheme (Ramshaw and Marcus, 1999). We prepend “B-”
to the ground truth of first pages of document or “I-” in the
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Table 4: F1 score of our methods for theme classification on the test sets. A baseline that always assigns all themes yields
a F1 score weighted by class frequencies of 37.47 /37.10/4.31 and an average F1 score of 2.41/2.40/0.94 on BVic, MVic,
SVic, respectively.

BVic MVic SVic
Themes NB SVM XGBoost NB SVM XGBoost NB SVM XGBoost
0 81.63 87.35 90.70 79.50 88.85 92.41 49.90 72.29 69.71
5 17.95 92.47 94.15 18.73 79.05 85.50 30.22 84.79 82.87
6 65.85 61.65 77.84 37.45 36.52 76.81 21.93 63.11 77.03
26 60.38 92.06 93.33 14.59 36.48 94.74 12.75 97.44 94.44
33 30.03 46.32 77.17 8.35 14.42 78.62 30.71 57.78 74.65
139 61.82 81.25 90.57 17.54 74.67 92.59 14.95 88.89 94.34
163 77.38 75.41 86.09 25.05 76.19 88.00 73.86 86.08 94.67
232 40.93 44.64 69.33 27.63 13.90 55.12 37.32 65.00 65.08
313 47.42 58.56 72.55 31.11 43.37 80.77 60.22 76.12 82.69
339 23.17 52.12 74.47 20.62 45.84 77.04 26.73 74.38 86.06
350 73.27 55.26 86.96 73.27 12.05 89.58 85.06 52.94 90.11
406 57.41 44.44 85.71 20.27 10.41 85.71 55.81 46.15 84.93
409 74.42 79.12 86.25 29.03 72.64 90.68 91.14 90.91 95.48
555 39.02 65.06 83.33 0.00 17.06 84.75 47.06 52.46 88.89
589 77.97 82.01 88.00 35.02 63.44 88.71 82.05 90.16 90.76
597 96.77 90.91 96.55 53.57 90.91 96.55 85.71 88.24 96.77
634 89.87 90.91 95.48 70.24 89.29 94.19 92.81 93.08 95.42
660 51.23 74.14 89.00 35.30 80.39 90.07 36.41 91.10 93.51
695 93.27 97.65 96.65 95.37 98.13 96.68 96.52 98.49 96.94
729 100.00 100.00 97.78 62.07 95.65 93.02 63.16 100.00 93.33
766 21.88 73.21 77.65 21.82 76.64 82.61 19.81 81.08 86.67
773 68.03 96.40 97.06 61.54 95.71 98.55 81.30 94.03 93.13
793 66.67 84.52 92.96 28.26 86.23 91.43 26.59 87.80 90.79
800 87.70 98.42 98.73 87.34 98.41 98.62 69.86 92.71 91.10
810 62.28 88.72 95.32 23.89 92.16 94.87 21.06 95.62 94.69
852 64.67 82.61 87.34 54.40 76.68 89.74 49.08 89.41 92.31
895 25.10 63.68 89.66 14.64 94.08 98.32 24.07 92.17 95.93
951 94.74 100.00 99.54 39.04 98.21 98.62 57.36 99.50 95.29
975 86.15 91.67 94.44 15.62 68.69 91.43 41.61 89.74 89.74
Weighted 69.55 82.35 89.57 60.62 81.37 90.72 48.75 82.31 86.34
Average 63.35 77.61 88.43 37.97 66.42 88.82 51.21 82.46 88.87

other cases (e.g. if a suit begins with a RE of three pages
followed by an ARE of equal length, the sequence of la-
bels would start with B-RE, I-RE, I-RE, B-ARE, I-ARE,
I-ARE). The training instances are the dataset suits, which
are sequences of pages. We pre-calculate a six-dimensional
embedding for each page by feeding it to our best perform-
ing model, the CNN, and saving the output of the softmax.
The sequences of page embeddings are then used to train a
CRF model.
We employ said procedure in both MVic and SVic. The
following section compares the performance of the CNN
model before and after the CRF processing for each test
set.

4.5. Results and Discussion
Table 2 compares test performance across the evaluated
models.
The CNN and the BiLSTM trained and evaluated on MVic
outperform the other models in all categories; the SVM
followed close behind, while the Naïve Bayes classifier
achieved much lower scores. Furthermore, all models
are able to beat the baselines for weighted and average
F1 score, with the exception of the Naïve Bayes, whose
weighted F1 score is 2.63% lower, though the average F1

score is much higher than the baseline. The CNN result
represents a relative increase of 8.71% and 344.00%, re-
spectively, for each metric. We can see that, due to the
imbalanced nature of the data, the average F1 is a more in-
formative metric of the performance of the model.
Regarding the SVic dataset, the SVM and the CNN were
the best-performing models. Similarly to the MVic sce-
nario, all models beat the baseline, with the CNN repre-
senting a relative increase of 12.22% and 381.99% for the
weighted and average F1 score, respectively. These results
suggest that the SVM is able to better generalize the much
smaller dataset.
In both scenarios and across all explored models, the cate-
gory Others has the best F1 score. This is not surprising,
since it includes the vast majority of pages in the datasets.
That being said, our strategies for dealing with data imbal-
ance where effective—without fitting the class prior (NB)
or using class weights (SVM) the classifiers behaved ap-
proximately as the baseline, predicting almost every sample
as belonging to the Others class.
Table 3 shows the impact of CRF modeling. Our sequence
modeling approach, albeit simple, results in overall im-
provements in both versions of dataset. The best increase
in performance was regarding Despacho classification on
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Table 5: F1 score of a XGBoost trained without and with
Others pages on BVic test set filtered to include only law-
suits with at least one page not classified as Others.

Themes Without With Count
0 91.15 92.55 832
5 93.33 85.71 8
6 70.00 81.82 13
33 0.00 0.00 3
139 50.00 0.00 2
163 90.65 91.43 67
232 69.77 80.00 23
313 77.78 70.00 11
339 49.32 70.89 48
350 100.00 100.00 1
406 0.00 0.00 4
409 87.58 89.93 71
555 54.55 83.33 7
589 86.96 92.63 47
597 90.91 90.91 6
634 95.83 90.57 25
660 33.80 86.05 49
695 89.29 92.86 29
729 100.00 96.97 17
766 57.14 66.67 10
773 94.55 94.55 29
793 0.00 0.00 4
800 80.40 97.78 115
810 76.19 87.50 44
852 82.05 92.68 19
895 0.00 100.00 2
Weighted 84.55 90.27 1,486
Average 66.20 74.42

MVic—a relative improvement of 11.62%. On the other
hand, SVic Despacho saw a relative decrease of 5.33%.
The MVic model had the greatest positive changes, per-
haps due to the fact that the MVic CNN model had more
room for growth than its small counterpart and more train-
ing data.
Figure 6 exhibits the confusion matrices of CRF tag pre-
dictions. The greatest source of confusion is the I-Others
tag (pages classified as others that are not the first page of
a document), which is not surprising due to its overabun-
dance. We have a similar scenario when we analyze the
confusion between predictions before and after CRF pro-
cessing (Figure 7): the CRF is more likely to tag a page as
Others when compared to the original model.
One possible way to improve the sequence tagging ap-
proach is leveraging the sequential information in the doc-
ument embedding level, that is, using an end-to-end ap-
proach where we jointly train the CRF layer and the feature
extractor. Furthermore, our technique employs a vector of
6 dimensions that, while sufficient for our viability assess-
ment needs, cannot sufficiently encode relevant document
attributes. Higher dimensional embeddings should improve
the task accuracy.

5. Lawsuit Theme Classification
5.1. Bag-of-words Methods
For the task of lawsuit theme classification we represent
each document as a vector of tf-idf features. This approach

is better suited than using CNNs or RNNs due to the great
size of the samples, where dozens of pages are not un-
common, which leads to vanishing gradients and excessive
memory needs. Besides the classifiers we mentioned in the
previous section, we also train an Extreme Gradient Boost-
ing (XGBoost) (Chen and Guestrin, 2016) classifier. XG-
Boost is an optimized tree boosting system that has become
very popular amongst Kaggle competitions for various ML
tasks.
Since theme classification is a multilabel and multiclass
problem we employ an one-vs.-rest approach where we
train one classifier for each class and set a threshold value
for assigning a theme to a document. That is, given C the
set of all possible classes, t the threshold value, fc(·) the
classifier function for class c, and a document d:

∀c ∈ C, we assign c to d if fc(d) ≥ t . (1)

We use 0.5 as the threshold value. All the following re-
ported metrics are on the test set. As a baseline result we
choose to assign to each document only the most frequent
theme, which gives us a F1 score weighted by class fre-
quencies of 37.47 /37.10/4.31 and an average F1 score of
2.41/2.40/0.94 on B/M/SVic test set.
Feature extraction: The best performing configuration on
the validation set uses only unigrams with a minimum doc-
ument frequency of 10%. We also limit the vocabulary to
the 10,000 most frequent words.
Naïve Bayes and SVM: We employ the same hyper-
parameters discussed in Section 4..
XGBoost: We train 500 trees with a maximum depth of 4
and a shrinkage factor of 0.1.

5.2. Theme Classification with Domain
Knowledge

One intuition legal experts have is that the most informa-
tive pages about a suit’s themes are the ones not classi-
fied as Others. On that premise, one possible improvement
for theme classification models is to take into consideration
only the suit’s pages that do not have an Others label.
On the other hand, at test time we do not have ground
truth knowledge about page type classification. Thus, such
method can propagate errors from the document type classi-
fication model, which may negatively impact accuracy. To
test the feasibility of the idea, we train and test a XGBoost
model only with the relevant pages of BVic to establish a
upper-bound of performance. When we eliminate all pages
labeled as Others we lose the suits that contain no other
kinds of pages. To establish a fair comparison to a method
that uses no domain knowledge, we also train a model on
the same suits without removing pages labeled as others.
We show the results in the following section.

5.3. Results and Discussion
Table 4 exhibits the models’ performance in each VICTOR
version. All models are able to beat the baselines for both
weighted and average F1 score. The XGBoost outperforms
the other models across all versions of VICTOR, excluding
a few themes better assigned by the SVM, and, on two oc-
casions, the Naïve Bayes. Furthermore, the SVM overall



1456

results were fairly consistent through the different datasets
in comparison with the Naïve Bayes and the XGBoost.
The data imbalance impact of the results here is far less
pronounced than in the previous task. XGBoost, the best
classifier, has very similar weighted and average F1 scores
in all versions of VICTOR, even though the theme dis-
tribution is heavily skewed towards class 0. In addi-
tion, the model outperforms the B/M/SVic baselines by
139.02%/144.55%/1, 905.49% (F1 score weighted by class
frequency) and 3, 571.92%/3, 602.87%/9, 350.90% (Aver-
age F1 score). These results show that TFIDF values are
good features when classifying huge documents.
Table 5 compares models trained with and without pages
labeled as Others, thought to be less informative by the
Court experts. The classes’ F1 scores show great variabil-
ity, with numbers ranging from 0 to 100 in both cases. That
is not surprising, considering the number of examples for
the themes with extreme scores, which is between 0 and 4.
Due to the small number of samples, such scores are not
very reliable.
That being said, the overall results oppose the domain ex-
pert intuition, since the weighted and average F1 scores
for the model trained with Others pages were 6.77% and
12.42% higher, respectively, than the model trained with-
out such pages. That is, contrary to domain knowledge ex-
pectations, the data are useful for the task and should not
be disregarded.

6. Conclusion
We introduce the VICTOR Dataset, a corpus of legal docu-
ments from Brazil’s Supreme Court. VICTOR features two
types of tasks: document type classification, with six dis-
joint document categories; and theme assignment, a multi-
label problem with 29 different tags. The dataset is made
available in three versions: BVic, containing data for the
theme assignment task; MVic, containing only type-labeled
documents, for both tasks; and SVic, a subsample of MVic.
We also establish benchmarks for the presented tasks, com-
paring textual and sequential data representations. Our ex-
periments with CRF post-processing show that the sequen-
tial nature of the suits may be leveraged to improve doc-
ument type classification. Furthermore,we find that tf-idf
features are good descriptors of long texts, where common
deep learning approaches are not easily applicable. Finally,
we hope our data and benchmarks encourage further explo-
ration of better-performing models and techniques.
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Şulea, O.-M., Zampieri, M., Vela, M., and van Genabith, J.
(2017). Predicting the law area and decisions of French
Supreme Court cases. In Proceedings of the Interna-
tional Conference Recent Advances in Natural Language
Processing, RANLP, pages 716–722. INCOMA Ltd.

Undavia, S., Meyers, A., and Ortega, J. E. (2018). A
comparative study of classifying legal documents with
neural networks. In Federated Conference on Computer
Science and Information Systems (FedCSIS), pages 515–
522, Sep.

Zhang, X., Zhao, J., and LeCun, Y. (2015). Character-level



1458

convolutional networks for text classification. In Pro-
ceedings of the 28th International Conference on Neural
Information Processing Systems - Volume 1, NIPS, pages
649–657, Cambridge, MA, USA. MIT Press.


	Introduction
	Related Works
	Text classification
	Natural Language Processing and Machine Learning in the legal domain

	The Dataset
	Document Type Classification
	Bag-of-words Methods
	Convolutional Neural Network
	Bidirectional LSTM Network
	Linear-chain CRF post-processing
	Results and Discussion

	Lawsuit Theme Classification
	Bag-of-words Methods
	Theme Classification with Domain Knowledge
	Results and Discussion

	Conclusion
	Acknowledgements
	Bibliographical References

