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Abstract
Existing methods for different document classification tasks in the context of social networks typically only capture the semantics of
texts, while ignoring the users who exchange the text and the network they form. However, some work has shown that incorporating
the social network information in addition to information from language is effective for various NLP applications including sentiment
analysis, inferring user attributes, and predicting inter-personal relations. In this paper, we present an empirical study of email
classification into “Business” and “Personal” categories. We represent the email communication using various graph structures. As
features, we use both the textual information from the email content and social network information from the communication graphs.
We also model the thread structure for emails. We focus on detecting personal emails, and we evaluate our methods on two corpora, only
one of which we train on. The experimental results reveal that incorporating social network information improves over the performance
of an approach based on textual information only. The results also show that considering the thread structure of emails improves the
performance further. Furthermore, our approach improves over a state-of-the-art baseline which uses node embeddings based on both
lexical and social network information.
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1. Introduction
There has been much work on using social networks to
predict user characteristics. This work exploits homophily
(for example, young people are more likely to communi-
cate with other young people). In contrast, there has been
far less work that uses the communication network (the
network induced by conversations) to improve document
classification of the communications themselves. This is
a harder problem, since homophily is not relevant when
characterizing the communications themselves: in various
document classification tasks, the document category might
not be directly inferred from the relationship of the partic-
ipants when the same participants exchange different types
of documents. For instance, the same people might ex-
change both personal and business emails, or urgent and
nonessential emails. In this paper, we study document clas-
sification in the context of written conversations. As our
task, we choose classification of email into personal or busi-
ness emails. There are several reasons for this choice.

1. We are interested in how personal relationships affect
communication, taking into account that the same pair
of people may have multiple types of relationships.

2. The task we choose is relevant. Email remains a cru-
cial communication medium for both individuals and
organizations for both personal and business commu-
nications. Kiritchenko and Matwin (2011) show that a
typical user daily receives 40-50 emails. And despite
the massive growth of other social media over the past
decade, company email is still used for personal pur-
poses as the recent Avocado corpus shows (section 3.).

3. Two large data sets are available, the Enron corpus and
a data set of emails from an anonymous defunct infor-
mation technology company referred to as Avocado.

4. Unlike other text classification tasks, particularly for
emails (e.g. spam filtering), email classification into
business and personal has not received much attention
and it remains a challenging (as shown in the human
inter-annotator agreement reported in (Alkhereyf and
Rambow, 2017; Jabbari et al., 2006)) and unsolved
task.

5. We are interested in how people communicate in con-
versations, and email has real conversations. This dis-
tinguishes email from blogs and Twitter, which are
readily available, but typically used for broadcasting
to a large group of followers.

As for any document classification task, the language used
(reflecting both content and language style) is highly pre-
dictive of the class. For instance, when a student speaks
with her friends, she will probably use relatively less for-
mal language than when she speaks with her professor, and
she will talk about different topics. As we will see, using
word embeddings provides a strong baseline for our task.
In this paper, our task is to use the textual content of docu-
ments and the underlying social network of email exchange
for email classification into two categories, “Business” and
“Personal”. We use two annotated e-mail datasets, Enron
and Avocado. We model the task of finding the rarer class
(personal emails) in a set of all emails. We are interested in
developing models that can be applied to unseen datasets,
so that we can detect personal emails in new datasets with
no retraining.
The specific contributions of this paper are as follows:

• It is not obvious how to model the email communica-
tion as a social network for the classification task in
this paper. We extract features of emails from various
graph structures representing the email exchange net-
work and then use these features with machine learn-
ing models.
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• We show that that a combination of social network
information and email content leads to classification
improvements over the performance of an approach
based on textual information only.

• We show that by adding sequential modeling of
threads (conversations), we get an important improve-
ment in performance, significantly outperforming the
individual email modeling approach. We have thus
established that modeling the social network helps
in document classification, but modeling the thread
structure is also important.

• We show that our approach outperforms a state-of-the-
art method proposed in the literature based on node
embeddings, namely GraphSAGE.

Because we are interested in modeling thread structure, we
use datasets which maintain the integrity of the thread (i.e.
all emails belong to threads and all threads have labeled
emails) and which we introduced in our previous work
(Alkhereyf and Rambow, 2017). The Enron dataset is based
on Columbia’s Enron release (Agarwal et al., 2012). This
paper adds the following research to our previous publica-
tion:

• We use neural network models.

• We use a strong baseline based on graph embeddings,
namely, GraphSAGE (sections 5. and 6.3.).

• We explicitly model email threads (subsection 6.4.).

• We use word embeddings trained on our data (sec-
tion 4.).

Also, as part of the submission we release the annotated En-
ron corpus in addition to other annotations including power
relations as a language resource (Agarwal et al., 2020). For
Avocado, we release the annotation labels with their corre-
sponding email ids without the email content (because of
licensing restrictions on the corpus itself) (Alkhereyf and
Rambow, 2020).
The paper is organized as follows: we first review related
literature in section 2., and then describe our datasets in sec-
tion 3.. We discuss lexical features in section 4.. We present
our baseline, a state-of-the-art node embedding model, in
section 5.. Then we show how we model emails as a social
network in section 6.. We present the experimental study
to evaluate our models in section 7., and conclude in sec-
tion 8..

2. Related Work
2.1. Incorporating Network and Language

Information
Many previous studies on various natural language process-
ing tasks in the context of social networks mainly focus on
textual information and ignore other information that can
be extracted from the underlying social network. However,
there are some studies that incorporate the social network
structure to improve the performance for different tasks in-
cluding: inferring user attributes (Filippova, 2012; Al Za-
mal et al., 2012; Perozzi and Skiena, 2015; Aletras and

Chamberlain, 2018) predicting user stance (Tan et al., 2011;
West et al., 2014; Gryc and Moilanen, 2014; Gui et al.,
2017; Wang et al., 2018; Volkova et al., 2014), and ex-
tracting inter-personal relations (Elangovan and Eisenstein,
2015; West et al., 2014; Abu-Jbara et al., 2013; Hassan et
al., 2012). Most of these studies exploiting social network
information are guided by an assumption of homophily, i.e.,
the tendency of individuals to associate and bond with sim-
ilar others (McPherson et al., 2001). Our work differs from
these studies in that we focus on classifying a given docu-
ment (i.e. email) exchanged between users, not on predict-
ing user information, nor interpersonal relations.
Note that different emails exchanged between the same set
of users can belong to different classes, where in these stud-
ies, the attributes remains the same for a given set of users.
Graphs are an important data representation which occur
naturally in various real-world applications, and graph ana-
lytics has been used in various tasks, including: node clas-
sification (Wang et al., 2017; Sen et al., 2008; Jian et al.,
2018), link prediction (Wei et al., 2017; Pachev and Webb,
2017), and community detection (Fortunato, 2010; Caval-
lari et al., 2017).
Node embedding (a.k.a. graph or network embedding)
aims to learn low-dimensional representations for nodes in
graphs. Recently, network embedding methods have gained
attention from the research community. Many recent node
embedding models are inspired by neural language embed-
ding models (Mikolov et al., 2013). These models include:
DeepWalk (Perozzi et al., 2014), and node2vec (Grover
and Leskovec, 2016). In these graph embedding models, a
graph is represented as a set of sampled random walk paths.
The embeddings for nodes then are learned in an unsuper-
vised approach by applying the word2vec model (Mikolov
et al., 2013) on the sampled paths. Hamilton et al. (2017b)
categorize these models under shallow learning as they are
inherently transductive and do not naturally generalize to
unseen nodes. In our work, we are interested in applying
models for email classification to new datasets.
GraphSAGE (Hamilton et al., 2017a; Hamilton, 2018) is
an inductive graph embedding model. Unlike transduc-
tive models, it generalizes to unseen nodes and new graphs
without requiring re-training. To do so, it learns a func-
tion that maps a node to low-dimensional representation by
aggregating neighboring nodes’ attribute information. We
use GraphSAGE as a strong baseline for our email classi-
fication task. We discuss our usage of GraphSAGE in sec-
tion 5..

2.2. Email Classification
Since the Enron corpus was made public, many researchers
have used it for different tasks. Jabbari et al. (2006) re-
leased “the Sheffield dataset”, in which they categorize a
subset containing more than 12,000 Enron emails into two
main categories “Business” and “Personal”. Unlike our
work, they do not utilize email thread structure, and many
emails in the Sheffield dataset are not part of a thread and
some threads are partially labeled (i.e. some emails in the
thread are unlabeled). They also present a preliminary ex-
periment for automatic classification of personal and busi-
ness. We don’t use this dataset for training as we are in-
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terested in modeling threads. However, we show the per-
formance of some of our models on this dataset in sub-
section 7.2.. The Sheffield dataset has been used in other
studies. In particular, Peterson et al. (2011) show that the
formality level in emails is affected by the interpersonal na-
ture of email (personal or business). They use email gold
labels in the Sheffield dataset to determine the email type.
Mitra and Gilbert (2012) use the Sheffield dataset to study
the proportion of gossip in business and personal emails.
In our work, we focus on automatic classification of emails
into business and personal.
There has been some previous work on incorporating email
communication network information for different tasks.
Yoo et al. (2009) propose a semi-supervised method for
personalized email prioritization. They find that including
social features along with message content based features
leads to a significant reduction in the prediction error when
learning to identify the emails that a given user will con-
sider important. Another task is to predict the recipient of
an email. Graus et al. (2014) propose a generative model
to predict the recipient of an email. They report that the op-
timal performance is achieved by combining features from
both the communication graph and email content. Similar
to our work, they use both Enron and Avocado. Our work
is similar to (Wang et al., 2012) who propose a model for
email classification into “Business” and “Personal”. How-
ever, unlike our work, they don’t use the email content.
Their approach requires that the users (i.e. sender and re-
cipients) have been seen in the labeled training data. There-
fore, their approach cannot generalize to unseen users, let
alone a new corpus (i.e. another email exchange). In con-
trast, our models do not require users to be seen before and
can generalize to unseen nodes and new networks.

Set Business Personal
Enron 9,127 (86.7%) 1,401 (13.3%)

Avocado 4,810 (91.1%) 467 (8.9%)

Table 1: Distribution of Classes in the Datasets.

3. Corpus
We use the two datasets from our previous work (Alkhereyf
and Rambow, 2017) that maintain the thread structure of
emails (i.e. all emails belong to threads and all threads have
labeled emails). The emails are taken from the well-known
Enron email corpus, and the more recent Avocado corpus
(Oard et al., 2015).
We split Enron into train, development and test sets with
50%, 25% and 25% of the emails respectively. We do not
split threads. Avocado is divided equally into development
and test sets (since we will not train on Avocado). Threads
are chronologically ordered according to the time of the
first email such that the training set contains the earliest
threads and the test set contains the latest threads. We use
subscripts tr, dev, and ts to refer to the train, development
and test sets respectively. We use the Enrondev for opti-
mization.
Our Enron dataset contains 10,528 emails and Avocado
contains 5,277 emails. Table 1 shows the distribution of

“Business” and “Personal” emails in the datasets. In our ex-
periments we optimize the personal F-1 score because our
goal is to find the personal emails (minority class). Note
that most of the threads in the corpus contain either only
personal emails or only business ones. For Enron, there are
3,941 threads: 3,381 (85.8%) having business emails only,
450 (11.4%) having personal emails only, and 110 (2.8%)
having mixed emails (i.e. some emails are business and
others are personal). For Avocado, there are 1,975 total
threads: 1,768 (89.5%) business only, 190 (9.6%) personal
only, and 17 (0.9%) mixed.

4. Lexical Features
We use FastText (Bojanowski et al., 2017) to obtain word
embeddings from the emails, which we use as lexical fea-
tures. We use task-specific embeddings trained on the
whole Enron email collection (not just our labeled subset).
Both the body and subject are included in the training data.
We use the CBOW mode with the default argument values.
Arguments include the size of word vectors (100), the size
of the context window (5), and the maximum and minimum
length of n-grams (3 and 6, respectively).
To represent an email, we average the corresponding vec-
tors for all character n-grams of every word in the email,
then we compute the average vector for all words in the
email (both the body and subject).
We have also tried various pre-trained GloVe (Pennington et
al., 2014) vector sets that are available online, each trained
using different corpora and embedded into various dimen-
sion sizes. We found that embeddings obtained using Fast-
Text from our data performed better than all pre-trained
GloVe vector sets on all scores.

5. Baseline: Email Classification using
GraphSAGE

GraphSAGE (Hamilton et al., 2017a) is a recent state-of-
the-art inductive model for learning node embeddings for
different tasks including node classification. It learns an
embedding for a given node by aggregating information
from its neighboring nodes and from attributes of the node.
It is designed for homogeneous graphs where nodes belong
to one type. Thus, we construct a graph which has only
emails as nodes (We do not construct a graph with peo-
ple as nodes since we also need access to the lexical con-
tent for GraphSAGE.) In this graph, nodes represent emails
and edges link emails if they share a certain percentage of
participants. We do not distinguish between senders and
recipients as participants. Then, we feed the GraphSAGE
supervised model with this graph of emails with their cor-
responding labels, and furthermore, we use the lexical fea-
tures described in section 4. as node attributes.
We use the Jaccard similarity to measure the similarity be-
tween the participant sets of two emails and then link two
emails with an edge if their similarity score is above a cer-
tain threshold. We define Jaccard similarity J between two
emails as:

J(ei, ej) =

∣∣ τ(ei) ∩ τ(ej) ∣∣∣∣ τ(ei) ∪ τ(ej) ∣∣
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Figure 1: Email exchange graphs.

Where τ(ei) denotes the set of participants in email ei (both
the sender and recipients). We experiment on Enron with
different threshold values for J(ei, ej) and report the one
that optimizes the performance on the development set.
Note that GraphSAGE implicitly models the thread struc-
ture, as emails in the same threads share the same partici-
pants, and thus are linked together in the graph.

6. Our Approach to Exploiting the Social
Network

In this section, we present our approach to using the email
network structure in our classification task. We start out
by presenting two different ways of representing the social
network induced by emails (subsection 6.1.). We then show
how we derive features from these two types of graphs (sub-
section 6.2.). In subsection 6.3., we discuss an extension
to GraphSAGE based on the bipartite graph we propose
in subsection 6.1. and the features we extract in subsec-
tion 6.2.. Finally, in subsection 6.4., we propose a model
that incorporates information from the thread structure of
email into the prediction.

6.1. Graph Structures to Represent the Social
Network

A very natural representation of the social network induced
by email exchange is a bipartite graph with two disjoint sets
of nodes: documents (i.e. emails) and users (i.e. people),
such that there is an edge between an email and a user if
and only if the user’s email address appears as either the
sender or a recipient (either in the “to” or “cc” list) in that
email; we refer to this structure as the bipartite email-user
network. Another option is a graph (not bipartite) whose
nodes represent people (i.e. email addresses) and whose
edges represent email communication such that an edge ex-
ists if there is at least one email that has been exchanged
between the two end nodes; we refer to this structure as the
user network. This graph is simply a one-mode projection
of the bipartite graph. Figure 1 illustrates these two types
of graphs. In both graphs we normalize multiple email ad-
dresses belonging to the same person into one user node.
For each corpus (i.e. Enron and Avocado), we construct di-
rected and undirected graphs from these two networks (i.e.
the bipartite email-user network and the user networks).
We use the whole exchange network, including all labeled
and unlabeled emails to build these graphs.
In the directed bipartite network, each edge shows explic-
itly the directionality of the email (i.e. sender and recipi-
ents), while in the undirected bipartite graph, the direction-

ality of communication is not reflected. The weights are al-
ways 1 in the bipartite graph. For the directed user network,
edge directions indicate that the source user has sent emails
to the target user, and the edge weight reflects the number
of emails that have been sent from the source to the tar-
get, while in the undirected email network, edges indicate
that the two connected nodes (i.e., users) have exchanged
emails regardless of who sent the email.

6.2. Features Extracted from the Social Network
We extract different features from nodes in the correspond-
ing directed and undirected graphs of both the bipartite
email-user graph and the user graph. Some features are
defined for only certain types of graphs (i.e. user vs. bipar-
tite email-user; directed vs. undirected graphs), while other
features are defined for all types of graphs. Then, we use
these features with standard machine learning classifiers.
Table 2 shows all the social network features we use in our
experiments. We have chosen the feature names to be as
self-explanatory as possible. We divide them into three sets,
as indicated by double horizontal lines in Table 2. First,
node features that can be computed from its edges only.
Second, features extracted by considering the node and its
neighbors (i.e. adjacent nodes). Finally, for the third set,
the values on a node feature depend on the node position
in the whole graph. These three sets of features allow us to
extract local and global properties of individual nodes.

First feature set: The in-degree and out-degree scores
for a node indicate how many edges are directed to/from
this node. For directed graphs, the total degree is the sum
of these two numbers, and number of edges connected to
the node in undirected graphs. For users, we extract this
score from both the user graph and the bipartite graph. In
the user graph, in-degree for a user is the number of other
users who sent at least one email to this user, out-degree is
the number of other users who received at least one email
from this user, and the total degree indicates the number of
people who have exchanged emails (sent or received) with
this user. In the bipartite graph, in-degree score for a user
node indicates how many emails have been received by this
user and the out-degree indicates how many emails have
been sent by this user. The total degree is the amount of all
emails in which the user is participant in. For emails, in-
degree is always equal to 1 (as any email always has only a
single sender) so we ignore it. While out-degree indicates
the number of recipients.

Second feature set: The second set of features measure
dyadic relations and we extract them from the correspond-
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Feature Directed Graph? Undirected Graph? User Graph? Bipartite Graph?
In-, Out-Degree 3 3 3

Total Degree 3 3 3 3

# Common Neighbors 3 3

# Sender’s triangles 3 3

# Common Neighbors/# Sender’s triangles 3 3

Jaccard’s coefficient 3 3

Clustering coefficient 3 3

In-, Out-degree centrality 3 3

Degree centrality 3 3 3

Betweenness centrality 3 3 3 3

Eigenvector centrality 3 3 3 3

Closeness centrality 3 3 3 3

Hub/Auth Score 3 3 3 3

Table 2: Social Network Features. Check marks indicate that a feature is extracted only from the corresponding graph(s).

ing sender and recipient nodes of a given email in the user
graph only. We extract these features for each pair of
sender-recipient in case that an email has multiple recipi-
ents.
Number of common neighbors counts the common nodes
shared between the sender and recipient(s). The number of
common neighbors alone might not be a good indicator of
how close a pair of users are in case that one of them is part
of too many triangles. To overcome this issue, we calcu-
late the number of triangles involving the sender. Then we
use it as normalization factor for the number of common
neighbors between the sender and recipient(s). The intu-
ition is that if the sender has only a few triangles, then a
high number of common neighbors indicates that the two
users are well connected through common people. In con-
trast, a high number of triangles for the sender indicates
that the sender is directly linked to many people who are
linked to each other. We also compute Jaccard’s coefficient
score between the sender and recipient(s) which is simply
the normalized number of common neighbors by the total
neighbors (the union). The last feature in this set is the local
clustering coefficient, which measures how close are neigh-
bors for a given node to form a clique. We calculate local
clustering coefficient for the sender and each recipient.

Third feature set: The last set of features measure the
global importance of nodes in graphs. The degree central-
ities are the normalized degree scores (in, out and total)
by the maximum possible degree. Degree centralities mea-
sure importance of a node by looking at its direct neigh-
bors. This might be useful for users but not emails as there
are important emails sent to a small number of users and
less important emails sent to many users (e.g. announce-
ments). Thus, we compute them only for users in the user
graph. Other centrality measures (betweenness, eigenvec-
tor, and closeness centralities, hub/auth) take into account
nodes other than direct neighbors. Each centrality score
computes the importance of a node differently. Particu-
larly, closeness centrality indicates how close a node is to
all other nodes in the network. It is the reciprocal of the
sum of the length of the shortest paths between the node
and all other nodes in the graph. While betweenness cen-
trality measures the number of times a node lies as a bridge

on the shortest path between two other nodes. All of these
scores do not take into account the importance of the other
nodes. For instance, a node might be connected (or acts as
a bridge) to a few but important nodes but has a lower score
than another node which is connected to a lot of less impor-
tant nodes. To overcome this issue, we use eigenvector cen-
trality. It measures the importance of a node by taking into
account the importance of other nodes. A high eigenvector
score means that a node is connected to many nodes who
themselves have high scores. Hub/Auth is a generalization
of eigenvector centrality. For each node, we compute two
scores: hub score and authority score. A high hub score
for a nodes means that it points to nodes with high author-
ity scores. While a high authority score means the node is
being connected by nodes with high hub scores.
We compute these scores for both user (sender and recipi-
ents) and email nodes in both the bipartite and user graphs.

Final network feature vector: As we are interested in
classifying emails, we extract features corresponding to
emails and their participants. For each email, we ex-
tract features described above from the corresponding email
node in the bipartite email-user graph as well as features
from both the sender and the recipients (either in the “to” or
“cc” list) from both the user graph and the bipartite email-
user graph. In case the email has multiple recipients, we
compute the max, min and average of the value correspond-
ing to each feature. We then feed these features to machine
learning models.

6.3. GraphSAGE with Bipartite Graph
Our baseline, GraphSAGE (section 5.), is not designed to
deal with the heterogeneous network induced by email ex-
change that includes emails and participants. Therefore,
we extend GraphSAGE as follows. We construct a bi-
partite graph of users and emails as discussed in subsec-
tion 6.1.. Then, we feed this graph to a version of Graph-
SAGE which we modified such that we have different en-
coders and aggregates for users and emails. For emails, we
use lexical features to represent them. For users, we use the
network features extracted from the corresponding node in
the user graphs as discussed in subsection 6.2.. We refer
to this method as GraphSAGE-BiP. Because of the exten-
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sion to bipratite graphs and the use of our own features,
GraphSAGE-BiP represents a contribution of this paper.

6.4. Sequential Modeling of Threads
In the previous subsections, we have presented models on
individual emails without looking to other emails in the
same thread. However, we can predict the class of an email
from other emails in the same thread; in fact, we observe
that only 2.8% of threads in our Enron data set contain both
“Personal” and “Business” emails.
In this subsection, we discuss how we incorporate informa-
tion from other emails in the same thread in order to im-
prove the classification. We try two methods: first, using
sequential models on threads, namely, LSTMs; and sec-
ond, we add a simple approach that re-predicts email labels
based on the majority of the predicted email labels in the
same thread.

Modeling threads using LSTMs We apply Long Short
Term Memories (LSTMs) networks to model thread struc-
ture. We concatenate two Bidirectional LSTMs (BiL-
STMs), one for lexical features and the other for the social
network features. Figure 2 illustrates the model architec-
ture.

Majority of the thread We first predict emails using
LSTMs. Then, we compute the majority vote of all emails
in the same thread and assigning the majority label to each
email in the thread. In case that there is no majority (i.e.
the numbers of predicted business and personal labels are
the same), we consider “Personal” to be the majority label.

7. Experiments
In this section, we present experimental results of the email
classification task into “Business” and “Personal” by con-
ducting different experiments in different settings. In these
experiments, we optimize the F-1 score on Personal emails
since we are trying to identify personal emails, which are
rare. We also report accuracy and Business F-1, along with
recall and precision, since all measures together give a more
complete understanding of the performance of our classi-
fiers. In our results, we report the model with the optimal
hyper-parameters that maximize the Personal F-1 score.
In the following subsections, we first define weak baselines
in subsection 7.1.. Then we evaluate some models on the
Sheffield data set (Jabbari et al., 2006) in subsection 7.2..
In subsection 7.3., we evaluate different models and feature
sets on individual emails without looking to other emails in
the same thread. In subsection 7.4., we discuss the results
of models for sequential modeling of threads. Finally, we
discuss performance on the test set (subsection 7.5.). Ta-
ble 5 summarizes the results.

7.1. Weak Baselines
An addition to our strong baseline, GraphSAGE (sec-
tion 5.), we define two weak baselines: a random clas-
sifier, and the all-business classifier. The former predicts
the classes by respecting the class distribution in the Enron
training dataset, while the latter predicts the majority class
(i.e. “business”). Table 4 shows the results of these two
baselines on our datasets.

While the random baseline can be compared against the
performance of our models on the minority class (“Per-
sonal”), for the all-business baselines, the personal F-1
score could be trivially beaten (zero score). However, it
is harder to beat the business F-1 score of the all-business
baseline, since the datasets are highly unbalanced (all
datasets have more than 80% business emails). We consider
a model robust if it has a personal F-1 score higher than ran-
dom and a business F-1 score higher than all-business.

Bus Pers
Model Acc F1 Rec Prec F1 Rec Prec

shf 93 95 99 92 80 69 95

net 86.2 90.2 87.4 93.1 77.2 83.2 72.0
lex 95.3 96.7 96.8 96.7 91.6 91.4 91.8
all 96.0 97.2 97.6 96.9 92.7 91.8 93.6

Table 3: Results of our models on the Sheffield dataset.
We show numbers reported in (Jabbari et al., 2006) as (shf);
their results are not directly comparable and are only shown
for rough benchmarking.

7.2. Evaluation on Sheffield Data
In this subsection, we evaluate SVM classifiers on the
Sheffield dataset (subsection 2.2.). The information about
the experiments described in Jabbari et al. (2006) is not
detailed and does not mention the train and test ratios. We
divide the Sheffield set into 75% and 25% for train and test
respectively. Table 3 shows results of three SVM classi-
fiers: with network features only, with lexical features only,
and with combination of both features (see subsection 7.3.
for details). In addition, we report the results of the pre-
liminary experiment reported in Jabbari et al. (2006) for
convenience. However, the results are not directly compa-
rable as we do not know what their training data was. The
results show that our models outperform the results in Jab-
bari et al. (2006). Moreover, it shows that incorporating so-
cial network features with the lexical features outperforms
modeling emails with lexical features only.

7.3. Classifying Emails Individually
In this subsection, we evaluate different models using indi-
vidual emails without looking to other emails in the same
thread.
We experiment with three classifiers: Deep Neural Net-
works (DNNs), Support Vector Machines (SVMs) and
GraphSAGE-BiP (see subsection 6.3.). For DNNs, we use
feed-forward neural networks and we try different hyper-
parameters (i.e. number of hidden units, and number of
layers). We try linear and RBF kernels for SVMs. We tune
the hyperparameters on Enrondev .
For the SVM and NN classifiers we use three feature sets:
net, using social network features only (section 6.); lexi-
cal, using word embeddings only (section 4.); all, the com-
bination of the two feature sets. In the all feature set-
ting, for neural networks, we concatenate the two networks
(branches) of the lexical and the network features. For
SVMs, we take the average of the two kernels (a kernel
for each feature set).
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Figure 2: Two concatenated BiLSTMs for thread sequential modeling; one for lexical features and the other for social
network features.

DEV TEST
Baseline Set Accuracy Business F-1 Personal F-1 Accuracy Business F-1 Personal F-1

Expected Random
Enron 77.1 86.8 13.2 76.7 86.5 13.5

Avocado 80.5 89.0 10.4 80.2 88.8 10.7

All-Business
Enron 86.8 92.9 0 86.2 92.6 0

Avocado 91.4 95.5 0 90.9 95.3 0

Table 4: Results of different baselines trained on Enrontr and tested on the indicated set. Here, we report the expected
values for the random classifier.

DEV TEST

Acc Bus Pers Acc Bus Pers
Model F1 Rec Prec F1 Rec Prec F1 Rec Prec F1 Rec Prec

Enron
GS 91.10 94.81 93.56 96.09 68.97 74.92 63.89 88.77 93.30 90.66 96.08 65.43 76.95 56.91

svm-net 85.39 91.67 92.62 90.74 40.56 37.79 43.77 83.99 90.81 91.81 89.84 37.79 35.2 40.79
svm-lex 91.02 94.76 93.61 95.94 68.48 73.94 63.76 89.5 93.82 92.41 95.27 65.24 71.34 60.1
svm-all 91.45 95.02 93.96 96.1 69.8 74.92 65.34 89.59 93.86 92.41 95.36 65.63 71.96 60.31
nn-net 84.66 91.22 91.83 90.62 39.18 37.46 41.07 83.99 90.8 91.61 90.0 38.61 36.45 41.05
nn-lex 91.53 95.09 94.46 95.74 69.27 72.31 66.47 89.29 93.74 93.06 94.43 62.89 65.73 60.29
nn-all 91.79 95.23 94.36 96.12 70.66 74.92 66.86 89.97 94.13 93.21 95.06 65.79 69.78 62.22

GS-BiP 91.41 94.99 93.86 96.15 69.79 75.24 65.07 89.89 94.07 93.11 95.06 65.59 69.78 61.88
LSTM 91.88 95.26 94.11 96.45 71.49 77.2 66.57 90.75 94.56 93.36 95.80 69.98 75.45 64.25

LSTM+ 91.71 95.14 93.61 96.73 71.58 79.15 65.32 91.03 94.71 92.87 96.64 70.49 79.3 63.44

Avocado
GS 90.15 94.41 91.13 97.95 58.33 79.82 45.96 88.30 93.36 89.66 97.37 54.19 75.73 42.19

svm-net 86.4 92.41 90.63 94.26 34.61 41.67 29.6 84.79 91.42 89.07 93.89 33.28 41.84 27.62
svm-lex 91.44 95.21 93.16 97.36 59.64 73.25 50.3 89.84 94.28 92.16 96.51 54.27 66.53 45.82
svm-all 92.27 95.7 94.3 97.1 61.2 70.6 54.0 90.75 94.8 93.3 96.4 56.1 65.3 49.2
nn-net 88.48 93.75 94.57 92.95 26.57 24.12 29.57 88.28 93.64 94.79 92.51 26.25 23.01 30.56
nn-lex 92.54 95.88 95.07 96.71 60.36 65.79 55.76 90.9 94.96 94.25 95.68 53.31 57.32 49.82
nn-all 92.99 96.13 95.23 97.04 63.07 69.3 57.88 91.32 95.19 94.54 95.86 55.19 59.0 51.84

GS-BiP 91.10 95.09 93.12 97.02 57.50 69.74 48.92 90.97 94.94 93.08 96.88 58.39 69.87 50.15
LSTM 93.67 96.50 95.48 97.54 67.06 74.56 60.93 91.77 95.40 93.87 96.98 60.90 70.71 53.48

LSTM+ 93.64 96.47 95.07 97.91 68.06 78.51 60.07 91.66 95.31 93.29 97.43 62.07 75.31 52.79

Table 5: Results for all models on Enron and Avocado using different classifiers with different feature sets. All models are
trained only on Enrontr. GS is the GraphSage baseline. The SVM, NN (neural network), and GS-BiP models (GraphSage
with our extension to bipartite graphs) model emails individually (without thread structure). For SVM and NN results, we
give results with different feature sets, namely net (social network features only), lex (lexical feature only), and all (all
features). The LSTMs model the thread structure explicitly. LSTM+: LSTM with majority vote
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Table 5 shows the results of models for email classification
on both corpora: Enron and Avocado. In the first line, we
report the results for our baseline, GraphSAGE (GS). We
then present the results for our experiments using SVM and
NN, each with the three possible feature sets. Finally, we
present the results for our version of GraphSAGE using bi-
partite graphs, GS-BiP.
To determine whether the performance improvement of dif-
ferent classifiers over others is statistically significant, we
use the non-parametric Wilcoxon Signed-Rank Test (Sid-
ney, 1957) on pairs of the Personal F-1 scores of different
classifiers using 10 fold-cross validation runs on Enron. We
perform the test on some crucial results, and we report the
results of all significance tests we have performed, whether
successful or not.
We observe that all models beat the random baseline on
both Bus F1 and Pers F1 scores. However, classifiers
with the network features alone perform worse than the all-
business classifier on the business F1 score on both cor-
pora. Other classifiers (i.e. lex and all) outperform the
all-business classifier on Enron while only a few individ-
ual email modeling classifiers have higher Bus F1 scores
than the all-business classifier on Avocado.
In general, lexical features alone outperform the network
features alone. However, for all models on both corpora,
incorporating social network information with lexical fea-
tures improves the performance over the lexical features
alone. For SVMs on Enron, this increase is significant at
p < 0.01. Note that the neural model also profits from the
addition of “feature engineered” network features.
For GraphSAGE on Enron, we performed an additional ex-
periment (we do not give full results) in which we remove
the network information by simply creating a graph without
any edges between the nodes that represent emails. This
amounts to just using lexical information in creating the
node embeddings. Using lexical information only in this
manner does not significantly decrease the results over us-
ing the network structure in conjunction with lexical in-
formation. We conclude that GraphSAGE does not suc-
ceed in exploiting the information in the network induced
by emails, while our feature-based approach to the network
structure does.
The SVM-all and NN-all models both beat GraphSAGE
and GraphSAGE-BiP on Enron by a small margin (the dif-
ference is statistically significant for Personal F-1). Fur-
thermore, as expected, the NN models outperform the SVM
models (recall that both models use exactly the same fea-
tures). We observe that the extension of GraphSAGE to bi-
partite graph (GS-BiP) outperforms GraphSAGE using ho-
mogeneous graphs.
The results also show that the performance in the inter-
corpora setting is lower than the performance in the intra-
corpus setting for both social network and lexical fea-
tures, for all models. We observe that GraphSAGE per-
forms much worse in the inter-corpora setting compared
to the intra-corpus. In addition, in the intra-corpus set-
ting, the network features add more improvement. This
is expected since Enron and Avocado have different email
graphs and different professional languages (Enron was an
energy company and Avocado was an IT company operat-

ing a decade later).
These observations and results suggest that incorporating
social network information with the lexical features indeed
improves the performance in our approach. Also, the mod-
els can generalize to a new corpus without the need for re-
training, and the network features play an important role in
the performance on a new corpus.

7.4. Classifying Emails in Threads
The last two lines for each corpus in Table 5 show the
results of LSTMs only and LSTMs with majority vote
(LSTM+). The results show that LSTMs models perform
better than models trained on individual emails on both
the personal and business F-1 scores. Also, they beat the
All-business baseline on the Bus F1 score, which makes
them robust classifiers. The improvements of LSTMs over
best non-sequential models on both corpora (NN-all and
GraphSAGE-BiP) are statistically significant (p < 0.01).
We observe that applying majority vote to LSTM models
increases the personal F-1 score but in some cases decreases
the business F-1. We also observe that using LSTMs in-
creases the performance across the board, but the increase
is particularly marked for the testing on Avocado. This re-
flects that the LSTM can exploit similarities among emails
of a thread. We also note that the LSTM model with major-
ity vote outperforms the GraphSAGE model by a substan-
tial margin, providing our best results.

7.5. Performance on the Test Set
The results on the blind test set mirror, by and large, the
results on the dev set.
We observe a drop in the performance for both test sets in
comparison to the corresponding development set. For En-
ron, we expect a slight decrease in the results since we opti-
mize our models on the development set. However, for Av-
ocado, we have not optimized any of our models on the Av-
ocado development set. This suggests that Avocadots is just
harder than Avocadodev . Note that the sizes of Avocadodev
and Avocadots are almost the same and their ratio of per-
sonal emails is very similar: 8.6% and 9.1, respectively.

8. Conclusion
In this paper, we propose a new way of incorporating social
network information from the underlying email exchange
network for email classification into “Business” and “Per-
sonal”. In addition, we use a state-of-the-art graph em-
bedding model namely, GraphSAGE, as a strong baseline.
Our main finding is that adding social network informa-
tion to lexical features improves the classification perfor-
mance over the performance of an approach based on tex-
tual information only. Our models beat the strong baseline.
We also find that modeling the thread structure improves
the classification performance further, giving a substantial
boost over GraphSAGE. The results also show that our net-
work features can generalize to unseen nodes and graphs
as we train on the email of one company (Enron) and test
on the emails of another company (Avocado) that has dif-
ferent email graphs. We suggest that generic graph embed-
ding models such as GraphSAGE are powerful tools for ex-
ploiting the social network, but they don’t always have the
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best performance on some tasks. More importantly, the re-
sults of the extension of GraphSAGE to bipartite graph (i.e.
GS-BiP) suggest that the choice of graph representation of
the communication network is crucial for the classification
performance, and requires changes to the GraphSAGE al-
gorithm.
For future work, we intend to experiment with combin-
ing our approach with the GraphSAGE embeddings. Our
methodology of incorporating social network information
is not limited to email classification, and we intend to in-
vestigate other interpersonal document classification tasks.
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