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Abstract

Movies help us learn and inspire societal change. But they can also contain objectionable content that negatively affects viewers’
behavior, especially children. In this paper, our goal is to predict the suitability of movie content for children and young adults based on
scripts. The criterion that we use to measure suitability is the MPAA rating that is specifically designed for this purpose. We create a
corpus for movie MPAA ratings and propose an RNN-based architecture with attention that jointly models the genre and the emotions in
the script to predict the MPAA rating. We achieve 81% weighted F1-score for the classification model that outperforms the traditional
machine learning method by 7%.
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1. Introduction
The latest reports on screen time among children show an
alarming trend in the amount of time they spend watching
movies or videos on electronic devices (Chen and Adler,
2019). Some of the content in these movies and videos
is completely innocuous, but there is also harmful and in-
appropriate content that can negatively affect their behav-
ior. For example, watching specific programs may en-
courage irresponsible sexual behavior and alcohol usage in
teenagers (Strasburger, 1989; Sargent et al., 2006; AAP,
2001) or instill anxiety and fear among children (Wilson,
2008; Johnson et al., 2002).
The Motion Picture Association of America (MPAA)1 is a
film rating system that establishes the appropriate age for
movie viewers. MPAA ratings have a wide practical value.
For example, parents can rely on them as a guideline to
determine what movies are appropriate for their children.
Also, media service providers (e.g., Amazon and Netflix)
may use these ratings to enable age filters in parental con-
trols. Having the MPAA rating is an important element
for producers too. Although films can be shown without
a rating, certain theaters refuse to show non-rated movies2

which in turn negatively affects the potential popularity of
the movie as well as its gross revenue.
The MPAA rating is determined by CARA3 (one of the
subdivisions of MPAA organization). Members of CARA
watch the entire film to determine the age category and the
MPAA rating of the movie (MPAA, 2010). The current rat-
ing method is a time-consuming and non-scalable process.
Not surprisingly, there are many movies available that are
missing an MPAA rating. Also, rating happens post pro-
duction, when making changes in movies can cost a lot of
money.
To solve the aforementioned obstacles, we explore predict-
ing the MPAA rating by only using movie scripts. Our
method is a practical solution because it can predict the rat-
ing at early steps of the production when we only have the

1https://www.mpaa.org/film-ratings/
2https://en.wikipedia.org/wiki/Motion_

Picture_Association_of_America_film_rating_
system

3Classification and Ratings Administration

script of the movie. As a result, producers can use the pre-
dicted rating to make adjustments in the script based on the
desired audience. Furthermore, this system is an efficient
way to rate movies that have been released without a rat-
ing and is an initial step toward rating online video content
(like YouTube videos). Our promising results show that
movie scripts include a reasonable amount of information
for MPAA prediction.
In this paper, we provide a corpus and a method for pre-
dicting the MPAA rating. We build a deep neural model
to jointly model conversations between characters, genres
of the movie, and emotions conveyed within the conversa-
tions to predict MPAA ratings. We also explore the notion
of similar movies to improve the performance of the model;
this model is only applicable to movies that are already re-
leased but do not have the MPAA rating. To summarize,
this paper presents the following main contributions:

• Propose a novel task: automatic prediction of the suit-
ability of movies for children using the MPAA rating
scheme.

• Provide the first corpus of movie scripts with their as-
sociated MPAA rating, values of MPAA components,
MPAA rating for similar movies, and poster images of
movies.

• Establish a strong benchmark for the task; we achieve
81.6% weighted F1-score performance that works 7%
better than the traditional machine learning method.

2. Related Work
To the best of our knowledge, there is no previous work
on predicting the MPAA rating for movies. However, some
research has been conducted on detecting violent content in
movies or predicting abusive language and hate speech in
online texts.
The closest paper to our work is Martinez et al. (2019). In
this study, the authors try to predict if a movie is violent
or not using scripts. They extract sentiment, semantic, and
lexical features and feed them to an RNN-based classifier
to predict violence in movies. Our research is similar to this
work because we also use dialogues among movie charac-
ters as the input. But, instead of extracting features from

https://www.mpaa.org/film-ratings/
https://en.wikipedia.org/wiki/Motion_Picture_Association_of_America_film_rating_system
https://en.wikipedia.org/wiki/Motion_Picture_Association_of_America_film_rating_system
https://en.wikipedia.org/wiki/Motion_Picture_Association_of_America_film_rating_system
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text to feed the model, we mostly use raw data to avoid er-
ror propagation due to feature extraction (Ning et al., 2019).
Also, the outputs of models are different. In this paper, we
predict the MPAA rating, not violence (violence is one of
the many aspects of the MPAA rating). The dataset intro-
duced by the aforementioned work is not publicly available,
while we make our corpus available4 to enable research in
this direction.
There are some other works for violence detection in
movies as well. Giannakopoulos et al. (2010) work on this
topic by extracting visual and audio features from movies.
Authors in (Gninkoun and Soleymani, 2011) build upon
(Giannakopoulos et al., 2010) and add textual features in
order to capture the ratio of swear words for violence de-
tection. Using video and audio make the system unsuited
for prediction before movie production. So, in this paper,
we only rely on the script of the movie to do the prediction,
and we use a bad word list based system as a baseline to
compare with our proposed model.
Based on a survey done on hate speech detection (Schmidt
and Wiegand, 2017), several works have been conducted on
detecting the offensive language in the text. These works
are relevant to our research since the offensive language
in dialogues can affect the suitability of movies for chil-
dren. Researchers in (Singh et al., 2018; Zhang et al., 2018;
Park and Fung, 2017; Mathur et al., 2018) adapt Convolu-
tional and Recurrent Neural Networks to predict abusive
language and hate speech on Twitter data. (Davidson et al.,
2017) and (Nobata et al., 2016) also automatically predict
hate speech in online content by extracting lexical, syntac-
tic, sentiment, and semantic features and training traditional
machine learning classifiers. In one of our baselines, we
also make use of lexical and sentiment features and feed
them into an SVM classifier.

3. Dataset
We expand the movie script dataset collected by Shafaei et
al. (2019) to include MPAA ratings. The original corpus
provides scripts of movies as well as their metadata like
name of actors, directors, genre, etc. It should be noted that
the scripts only contain conversation between the charac-
ters (without the description of the scenes). From all the
movies in the original dataset, the MPAA rating is only
available for about 7k movies. There are five categories for
the MPAA rating (G, PG, PG-13, R, NC-17) that specify
the suitability of movies for children. G stands for the gen-
eral group; it means all ages admitted. PG means that there
is some content in the movie that parents should review.
PG-13 indicates that the movie has some content deemed
not appropriate for children under 13 years old. R stands
for “restricted” and means people under 17 should watch
the movie with a parent. NC-17 refers to no one under 17 is
recommended to watch the movie. The exact definition of
these ratings is available at (https://www.mpaa.org). Based
on documentation on MPAA rating, this rating had differ-
ent group names and slightly different meanings for each
group before 1996 (Kennedy, 2013; New York, 1981; LIFE,
1969). Therefore, we do not consider movies before 1996

4http://ritual.uh.edu/LREC2020/

Rating G PG PG-13 R NC-17 Total
#Movies 162 639 1,559 3,193 9 5,562

Table 1: Dataset statistics after considering production
year and adding new G movies.

(about 1,500 movies of the corpus) to avoid inconsistency
in the definition of the ratings.
The first version of the corpus includes much fewer G-rated
movies compared to other groups (PG, PG-13 and R), so
we add 50 more movies in this category to our collection
(limited number of scripts are available online). We also
have a small number of movies for NC-17. Based on the
IMDB website, in total, we have about 70 movies with this
rating, probably since the market segment for these movies
is limited.5 Therefore, we ignore movies in this group in
our experiments. Table 1 presents the statistics for the final
version of our dataset.
The MPAA ratings are determined based on the follow-
ing components (i) Violence, (ii) Language, (iii) Substance
Abuse, (iv) Nudity and (v) Sexual Content, but MPAA does
not provide a way to quantify the amount of content related
to these components present in a film. However, the IMDB
website provides objectionable content of movies compat-
ible with MPAA components (Parental Guide): 1) Vio-
lence & Gore, 2) Sex & Nudity, 3) Frightening and Intense
Scenes, 4) Profanity, and 5) Alcohol, Drugs & Smoking.
The IMDB website also provides a way to rate the severity
of the aforementioned types of content, through user votes
using the following set of labels: None, Mild, Moderate,
and Severe. We collect the number of votes for each label
per component. Since these tags come from users’ votes,
not all of the movies with an MPAA rating have these com-
ponents available. Table 2 shows the data statistics based on
these components. Each cell in the table stands for the num-
ber of movies that are tagged with a severity-label (None to
Severe) for each component (violence, profanity, etc) per
MPAA category (G, PG, PG-13, R, NC-17). For instance,
we have four movies in category G that are tagged as None
for violence. And, the reason is the majority of the voters
voted for None (maybe not all of them).
The IMDB website provides a field name “More Like This”
for each movie. It includes the movies that share a similar
aspect (like the genre) with the target movie. In our dataset,
we have up to 12 most similar movies for each movie along
with the corresponding MPAA rating for them. Using the
IMDB website, we also add high-quality poster images for
all movies in the corpus.
In Table 3, we show the distribution of movies across dif-
ferent genres. Class imbalance (in terms of genre) exists
between different groups since some genres are more pop-
ular in the movie industry. We do not fix this issue to keep
the dataset representative of the real-world situation.

4. Methodology
This paper aims at classifying movies into one of the MPAA
ratings based on the content of the movie. Predicting the

5https://www.theguardian.com/film/1999/jul/25/2
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Violence Profanity Nudity Frightening Alcohol Total
Rating N Mi Mo S N Mi Mo S N Mi Mo S N Mi Mo S N Mi Mo S #
G 4 24 4 0 20 12 0 0 22 8 1 1 5 13 13 0 19 13 0 0 34
PG 100 280 74 11 164 268 31 7 247 210 14 8 101 242 91 16 201 209 28 16 502
PG-13 190 454 539 66 102 620 522 25 344 687 269 11 271 395 451 77 213 790 191 33 1,340
R 185 572 781 863 61 370 986 997 411 900 878 421 312 523 772 585 195 1061 724 294 2,681
NC-17 1 3 3 2 0 0 6 3 0 0 2 7 3 1 3 1 0 3 4 0 9

Table 2: Statistic of votes for each severity tag per MPAA category (N = None, Mi = Mild, Mo = Moderate, S = Severe).
The most frequent severity-tag for each component are in bold

Genre # Genre #
Science-Fiction 619 Action 1,277
Horror 800 Animation 296
Crime 1,000 Adventure 806
Romance 1,082 History 216
News 8 Western 78
Comedy 1,999 War 214
Thriller 1,785 Short 14
Mystery 618 Biography 374
Musical 297 Drama 2,965
Documentary 189 Family 552
Sport 220 Fantasy 558

Table 3: Distribution of movies in each genre.

MPAA rating using the scripts is not a trivial task. This rat-
ing is a combination of several content elements related to
drugs, sex, violence, language, sensitive themes, etc. As a
result, a naive method like employing a list of bad words is
not sufficient to predict the MPAA rating (since this rating
is more comprehensive and covers other aspects, not just
offensive language). To the best of our knowledge, there
is no previous work on predicting the MPAA rating. Exist-
ing work, such as (Martinez et al., 2019; Acar et al., 2013;
Penet et al., 2011) has a more narrow focus on detecting vi-
olence in movies, and according to the studies from Jenkins
et al. (2005) and Webb et al. (2007), violence prediction is
not enough to predict the MPAA rating either.

To address the challenges in this task, we use different
types of resources in our model, including conversational
data, emotional dynamics between characters, genre of the
movies, and similar movies to the target movie. Most of
these resources, like the script of the movie or metadata
information, are available since the early steps of the pro-
duction. However, similar movies are not in hand until the
movie is released. So, depending on the time that we need
the prediction, we can use different models. For exam-
ple, for predicting the MPAA rating of an unrated released
movie, we can use the model that takes advantage of similar
movies to have a better prediction.

Figure 1 illustrates the overall architecture of the proposed
model. The model consists of: 1) an embedding layer to
convert the words into the vector representation, 2) a long
short-term memory (LSTM) layer to learn the spatial de-
pendency of the words, 3) an attention layer to find the im-
portance of each word in the sequence, 4) emotion, genre
and similarity vectors to add contextual information to the
model, and finally 5) a prediction layer. We will get into
the details of the model in the following sections.

A

Softmax

...

Word 1 Word 2 Word n-1 Word n

LSTM LSTM LSTM LSTM...

h1 h2 hn-1 hn...

Attention

Genre
Vector

Emotion
Vector

...

...

...... ...

...

...

Dense Layer Sequence

...

...

Similarity Vector

Dataset

Dense Layer Sequence

Figure 1: Overall architecture of the proposed model (the
similarity vector is appended in case of late prediction;
when similar movies are available for the target movie).

4.1. Embedding Layer
Word embedding is an effective representation learning
method for text classification as it is capable to capture
semantic information of the text. The input of the model
is an embedding layer that gets a vector of word indexes
[I1, I2, ..., I10000], and the output of the layer is a 2-D ma-
trix [[v1,1, ..., v1,j ], [v2,1, ..., v2,j ], ..., [vn,1, ..., vn,j ]]; each
vector [vi,1, ..., vi,j ] is the embedding representation for the
corresponding word i. We use 300 dimensional pre-trained
Glove embedding to initialize this module.6

4.2. LSTM Layer with Attention
To capture the context of each word, we extract the se-
quential information from the scripts using the LSTM layer.
This layer transforms a sequence of embedded vectors into
a sequence of hidden vectors. Then we pass the resulting
hidden representation to the attention mechanism. We use
the same attention model as Bahdanau et al. (2014). This
layer computes the weighted sum r as

∑
i αihi to aggre-

gate hidden layers of LSTM to a single vector. The model
can learn the relative importance of hidden states (hi) by
learning the αi. We compute αi as follows:

αi = softmax(vT tanh(Whhi + bh)) (1)

6https://nlp.stanford.edu/projects/glove/

https://nlp.stanford.edu/projects/glove/
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Figure 2: The distribution of MPAA categories across var-
ious emotions in the training set. The y-axis shows the av-
erage value for the emotion scores for all movies in each
rating.

where Wh is the weight matrix, and v and bh are the pa-
rameters of the network.

4.3. Emotion Vector
The emotion in movie dialogues can help the model to bet-
ter contextualize conversations among characters, and also
better discriminate movies belonging to different rankings.
For example, we expect G movies (the most suitable movies
for children) to contain less content related to “fear” or “dis-
gust” and instead include more “joy” and “happiness”. To
extract emotion from the text, we use NRC emotion lexicon
(Mohammad, 2011). This dictionary maps words to eight
different emotions (anger, anticipation, joy, trust, disgust,
sadness, surprise, and fear) and two sentiments (positive
and negative) with binary values. We calculate the normal-
ized count of words per emotion over the whole movie. As
a result, we have a vector [e1, e2, ..., e10] for each movie,
where ei is the percentage of words corresponding to emo-
tion i. To show the truthfulness of our hypothesis about the
emotion, we illustrate the average emotion scores per class
(for movies with the same MPAA rating, we average all the
scores per emotion). According to Figure 2, some of the
emotions are more dominant in a specific class of movies.
For example, the values of negative emotions like disgust,
anger, and fear are higher for movies rated for older audi-
ences. While, anticipation and surprise show higher rates
in the G category compared to other classes.
Moreover, we show the validity of our claim through some
sample movies from the training set. We select a random
sample of G-rated movies (“College Road Trip”) and an R-
rated one (“Gernika”). Then, we sort sentences of these
movies based on average emotion score over the words (we
ignore sentences with less than four words). Table 4 shows
that the R-rated movie has more intense sentences for anger
and fear, while the G-rated movie has stronger sentences
for joy and surprise.
These trends bode well with our assumption that emotion
vectors could help to improve the task. Therefore, to inte-
grate emotion information into the model, we concatenate
the emotion vector with the attention output.

4.4. Genre Vector
The genre can provide information about the theme of the
movie. For example, some dialogues are considered violent
in a specific genre, but they are harmless in another genre
(an action movie vs. a sport movie) (Martinez et al., 2019).

Emotion Rating Sentence Score
Joy R I’ll be glad to 0.062

G I love you, beautiful 0.090
Anger R Hit him, hit him 0.110

G Mom, this is crazy! 0.052
Fear R He was about to cross enemy lines 0.085

G We got a police emergency 0.076
Surprise R I’ll deal with it 0.055

G Road trip, road trip! 0.952

Table 4: Sample of top rated sentences for some emo-
tions(joy, anger, fear, surprise) for a G-rated (“College
Road Trip”) and an R-rated (“Gernika”) movie.

Figure 3: MPAA ratings distribution per genre in the train-
ing set; number of movies for each genre is normalized.

So, we exploit this information by adding a genre vector
to the model. We have a total of 24 genres across our cor-
pus, but some of the movies are assigned to several gen-
res. Thus, we form a binary multi-hot vector for modeling
the genres of a movie. Each cell of the vector represents a
genre, and its value is one if that genre is one of the movie’s
genres; otherwise, it is zero.
To shed some light on the effect of genre, we show the dis-
tribution of various MPAA ratings across different genres
for the training data (Figure 3). According to this figure,
some genres are more appropriate for children compared
to others. For example, MPAA ratings of Animation, Ad-
venture and Family show that movies in these genres are
more suitable for children compared to Drama, Horror, and
Crime.

4.5. Similar Movies Vector
As we mentioned in Section 3, IMDB introduces a list of
similar movies for each movie. The similarity is calculated
by IMDB based on several factors that include genre, coun-
try of origin, and actors. Intuitively, we can say two sim-
ilar movies may have a close MPAA rating as well. We
can thus leverage this information when available. For this
purpose, we generate a five-dimensional vector for each
movie. The vector is [pG, ..., pNC−17] and pi shows the
percentage of similar movies with the MPAA rating equal
to i ∈ {G,PG,PG− 13, R,NC − 17}.

4.6. Dense Layer and Output Layers
We further use two dense layers to fine-tune the information
after concatenating the vectors. We use batch normaliza-
tion and dropout rate after the hidden layer to avoid over-
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fitting. Since we have a multi-class classification, in the fi-
nal step, we use the softmax activation function to calculate
the probability of each group (G, PG, PG-13, R).

5. Experiments
As our data is imbalanced, we use the random stratified
sampling and split data to 80% training, 10% development,
and 10% test set (for all experiments we use the same train,
validation, and test data). To smooth the imbalance prob-
lem, we employ class weights in the loss function. The
metric we use to report the performance of models is the
weighted F1-score.

5.1. Baseline Systems
In this section, we define several baselines to evaluate the
performance of our proposed model.
Threshold Model: Our first baseline only considers bad
words that have been used in the movie scripts. To create
a bad word list, we compiled an online list7 and combined
it with words listed in (Hosseinmardi et al., 2014). Us-
ing this list, we calculate the percentage of bad words in
each movie. Then, we find the best thresholds for the per-
centage of bad words among all threshold values {0.0001,
0.0002,...,0.05} by performing grid search on the validation
set. The final model will be a list of thresholds; all movies
with bad words less than t1 are labeled as G, all movies
with bad words between t1 and t2 are labeled as PG, etc.
The intention behind this baseline is to show that having a
bad word list is not enough to decide about the suitability
of movies for children.
SVM Model: The second baseline is similar to the model
proposed by Shafaei et al. (2019) for movie success predic-
tion. The best set of features for the model is a combination
of unigram, bigram, bag-of-genres and bag-of-directors.
We also add the emotion vector to the feature set to have
a fair comparison with our deep learning model. We tune
hyper-parameter C of the SVM model, C, using grid search
method ∈ {1, 10, 100, 1000}.
Martinez’19 (Martinez et al., 2019): As we mentioned
earlier, this work has the state-of-the-art result for violence
prediction in movies using only scripts and metadata. The
dataset in this research is not publicly available, however
the code is published.8 We apply the same model to our
dataset and report the result as another baseline.
SVM+Similarity: The last baselines use MPAA ratings of
similar movies. Since the IMDB website does not explain
all the factors for similarity metric, we may assume that
one of the dominant factors is MPAA rating. And, hav-
ing these ratings of similar movies in the model makes the
problem trivial. To show that this assumption is not cor-
rect, we present a baseline model that only uses the average
MPAA rating of similar movies to predict the MPAA rating
for the target movie. Also, we add this average rating to
baseline 2 (SVM model) to have a fair comparison between
the traditional and the deep learning model.

7https://code.google.com/p/badwordslist/
downloads/detail?name=badwords.txt

8https://github.com/usc-sail/
mica-violence-ratings/tree/master/
experiments

5.2. Experimental Setup
We use Pytorch to implement our model. To tune hyper-
parameters, we run experiments on validation set for the
model with different learning rates {0.00001, 0.0001},
number of LSTM’s hidden units {32, 64, 128, 256}, and
dropout rates {0.3, 0.4, 0.5}. Also, to avoid over-fitting,
besides the dropout, we use L2 regularization. We use bi-
nary cross-entropy loss function in order to calculate the
loss between predicted and actual labels and employ Adam
as the optimizer (Kingma and Ba, 2014). Best performance
obtained by the following set of parameters: dropout = 0.3,
learning rate = 0.00001, LSTM hidden units = 256. We
train over 100 epochs and consider the model with the best
weighted-F1 score on the validation set as the final model
to apply on the test set.

6. Results
Quantitative Results: Table 5 shows the classification
results for predicting the MPAA rating of movies in terms
of weighted-F1 score. To disentangle the contributions of
genre and emotion vectors to the performance, we experi-
ment with our proposed LSTM with Attention architecture
(L&A model) without using genre and emotion informa-
tion. We also investigate the contribution of each vector to
the results by separately adding them to the model (L&A
with emotion and L&A with genre).

Models F1-Score
Baseline 1- Threshold model 65.89
Baseline 2- SVM 74.29
Baseline 3- (Martinez et al., 2019) 75.06
LSTM with Attention layer (L&A) 78.30
L&A with genre 79.49
L&A with emotion 78.94
L&A with emotion+genre 81.62
Baseline 5- SVM (Only Similarity) 57.49
Baseline 6- Baseline 2+Similarity 77.70
L&A with emotion+similarity 83.26
L&A with similarity 80.53
L&A with genre+similarity 81.26
L&A with emotion+genre+similarity 83.68

Table 5: classification results in terms of weighted F1-
score for four-class classification.

The best result for early prediction (without using similar
movies information) is achieved by our proposed “L&A
with emotion+genre” model. The weighted F1-score for
this model is 81.62% which is 7.3% higher than the tradi-
tional machine learning model. It also outperforms “(Mar-
tinez et al., 2019)” and “Threshold” baselines by 6.56%
and 15.73% respectively. Based on the results, both genre
and emotion vectors improve the performance of the plain
LSTM model with attention. These results support our as-
sumption on the relevance of emotion and genre modeling
for the task of predicting the MPAA rating. In order to have
a better understanding of the results, we show the confu-
sion matrix of our best model in Table 6. Based on the
matrix, our model is able to predict only a few instances of
G-class correctly, even though we add class weights to the
loss function to smooth imbalanced data problem (we only

https://code.google.com/p/badwordslist/downloads/detail?name=badwords.txt
https://code.google.com/p/badwordslist/downloads/detail?name=badwords.txt
https://github.com/usc-sail/mica-violence-ratings/tree/master/experiments
https://github.com/usc-sail/mica-violence-ratings/tree/master/experiments
https://github.com/usc-sail/mica-violence-ratings/tree/master/experiments
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Tags R PG-13 PG G
R 282 37 0 0
PG-13 14 128 14 0
PG 1 29 34 4
G 1 1 10 4

Table 6: Confusion matrix of the best model (L&A with
emotion+genre) for predicting MPAA ratings. Rows are
target tags and columns are predicted ones.

Genre Best OG Genre Best OG
Science-Fiction 74.87 73.0 Action 81.64 62.0
Family 74.01 70.1 Animation 62.75 47.3
Crime 93.15 76.39 Biography 73.12 44.8
Romance 84.59 44.12 Sport 76.62 47.61
Comedy 83.52 60.86 Fantasy 75.08 58.38
War 73.07 33.33 History 76.00 39.69
Horror 87.11 76.39 Documentary 66.39 29.47
Adventure 69.33 55.23 Mystery 86.73 66.94
Musical 74.68 62.83 Drama 80.56 56.44
Thriller 88.70 76.69 Western 63.88 48.07

Table 7: Weighted F1-score for different genres in the test
set (Best= using the best model, OG= using only genre as
the input).

have 162 instances from class G). However, the model pre-
dicts 88.5% of R movies correctly. And all of the mistakes
in this category are predicted as PG-13, which is the closest
group to R.
For those cases that we have similar movies, we can make
a more accurate model. The similarity metric improves the
performance of the SVM model, yet it does not work better
than the deep-learning model. Using emotion, genre, and
the average value of the MPAA rating of similar movies
in L&A model, the model achieves 83.68% weighted F1-
score and outperforms the corresponding SVM model by
5.98%.
Although genre can help the model to improve the perfor-
mance, it is not enough as a single source to predict the
MPAA rating. Table 7 shows the weighted F1-score for
different genres using our best model. Based on this table,
for genres like Comedy and Drama, which contain movies
with different MPAA ratings, the performance is better than
Family, Western and War, even though most of the movies
in these genres (Family, Western and War) belong to a sin-
gle rating. For genres like Crime, Horror, and Thriller (that
for the most instances have one rating), the performance is
better than other genres (93%, 87%, 88% respectively), but
not that far from genres like Romance, and Action (with
84%, and 81% respectively) that contain movies with more
varied ratings. Also, if we only use genre as the input, the
performance decreases in all genre categories, and there
is no relation between the amount of reduction and how
single-rated a genre is. So, genre by itself is helpful but not
the most relevant information to the MPAA rating.

Time effect: Another concern about this task is time. One
assumption is that the definition of groups has changed over
time, so it might have a significant impact on the model.
For example, a movie that was categorized as R 20 years
ago, would be considered as PG/PG-13 nowadays (because

Figure 4: Average percentage of false predictions over all
folds. The x-axis shows (true tag-predicted tag), e.g., R-
PG13 = 1% means 1% of R movies are predicted as PG-13.
Each bar is assigned to training on one quarter and test on
other quarters. For example q1q2/q3q4 means we average
over training on q1 and test on (q3 and q4) and training on
q2 and test on (q3 and q4). q1q2/q1q2 means we average
over training on q1 and test on q2 and training on q2 and
test on q1.

of social changes during the time). In this section, we em-
pirically show that at least in the time span that we have
considered here, time has little effect on the overall predic-
tion performance.
We conduct the following experiments using our best
model. As we mentioned earlier, our corpus contains
movies from 1996 to 2018. We divide the whole dataset
into two periods, before and after 2007. The second pe-
riod includes more movies, but for the sake of fairness, we
delete extra movies (we keep equal number of each class
for both periods). To have a reliable result, we employ a
2-fold cross-validation method to split data in each period
(q1 and q2 for period one, q3 and q4 for the second period).
Then we report the average result for each experiment. We
train our model based on a quarter of data (qi) in one of the
periods and test the model based on 1) the other quarter in
the same period 2) two quarters in the other period. Since
we split the data into four sections, we have very few num-
bers of G movies in each group, so we do not include the
class G in this experiment.
Based on Figure 4, there is no pattern that shows a certain
shift in MPAA rating definitions. In case of having sig-
nificant changes in the definition, we expect that if we train
with recent data (e.g., movies after 2007) and test with older
movies (e.g., movies before 2007), we see more false pre-
diction towards predicting (PG-13 as PG) and (R as PG-13
or PG). Or the other way around, if we train with older
movies and test with recent ones, we expect to see more
false predictions toward predicting (PG as PG-13 or R) and
predicting (PG-13 as R). But the results show that changes
do not have a specific pattern. So, at least empirically, the
dataset shows little signs of temporal bias.

7. Analysis
In this section, we provide further analysis of our proposed
model. First, we look into the effectiveness of emotion vec-
tors, then we investigate the impact of attention mechanism
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ID Rate Sentence Reason Genre
1 G what is this nonsense you insolent? None Family
2 PG You want to end up like those bozos? Mild action, rude humor, some thematic

elements and brief scary images
Animation, Adventure,
Comedy

3 PG-13 Now here we have a Brazilian tapir; I
have to say I’ve dated better-looking
women.

Sexual innuendo and language Comedy

4 PG-13 You’re such a punk-ass bitch Sexuality including references, drug con-
tent, violence and some strong language

Crime, Drama, Mystery,
Thriller

5 R Seismic researchers, my ass! They’ve
excavated something.

Some nudity and language Adventure, Fantasy, Hor-
ror

6 R Fuck the fucking car Language, some drug use and violence Crime, Drama

Table 8: Sentences with the highest attention weights in some sample movies.

(a) Average emotion score per rating for correctly classified sam-
ples

(b) Average emotion score per rating for miss-classified samples

Figure 5: Average emotion score of correctly and incor-
rectly classified movies in the test set per each class.

through some random movie samples. Finally, we analyse
the effect of bad words on the MPAA rating.

7.1. Emotion Analysis
To further investigate the effects of the emotion vectors, we
compare the histogram of emotion scores for correctly and
incorrectly labeled instances.
Figure 5a shows an intuitive pattern for average emotion
score in samples that are classified correctly. The class R
shows the highest rates for negative emotions like sadness,
anger and disgust. But, in the miss-classified samples 5b,
we do not observe any clear trends for emotions in different
ratings. For example, the PG class shows a high value for
negative emotions like disgust, sadness, and fear compared
to R, while PG is a more appropriate group for children.
To understand the reason behind this observation, we inves-
tigate some samples in the groups PG and R that show high
rates of words associated with disgust. The results indicate
that those words in R films include terms like robbery, mur-
der, and asshole, but in PG-rated movies the words associ-
ated with disgust include fool, sick and painful. Although

Rate Sentence
Each victim was killed by a punctuate wound at the skull

R Goddamn fucking asshole.
Your wife was murdered.
Lorenz! are you sick?

PG Do you think the memory become less painful then!
How terribly awful it all is!

Table 9: Sample sentences of R and PG rated movies that
contain “disgust” emotion in the conversation.

we have a high number of words associated with negative
emotions in some PG-rated movies, the degree of negativ-
ity, or the strength of the emotion, seems to be lower than
words in the rated R films (Table 9). Thus, the model has
room to improve for these more subtle differences.

7.2. Weight Analysis
In this section, we represent the sentences with the high-
est attention weights in some random sample movies with
a different MPAA rating (Table 8). In these samples, the
highest weighted sentences in R and PG-13 movies are
more intense compared to PG and G movies. Secondly,
based on the genre of the movie, the sentence type is differ-
ent in the same rating group. For instance, sample 5 and 6
both are “R” movies, but sample 5 is an Adventure movie,
while sample 6 is a Crime-Drama movie. We can see that
the words in sample 6 are harsher than sample 5 (sample 5
has inappropriate words, but in a non-aggressive manner).
Also, the MPAA association provides a brief explanation
for rated movies to justify the rating of a film (available at
our dataset). We indicate reasons in the table, and we can
see that the highest weighted sentences align with the rea-
sons for these samples.

7.3. Bad Word Ratio
We conduct an analysis over the same bad word list we used
in our “Threshold” baseline to further investigate why these
words are not enough to predict the MPAA rating of the
movies. For each class in our corpus, we merge all the
scripts and calculate the frequency of bad words over the
same class.
Table 10 shows the top 5 negative words for each class of
data. As expected, the ratio of most frequent bad words
is different across the classes, but also the intensity of the
words is different, and this cannot be captured through a
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G PG PG-13 R
bad (0.03%) bad (0.04%) hell (0.04%) fucking (0.12%)
hate (0.01%) die (0.01%) bad (0.03%) shit (0.09%)
stupid (0.01%) kill (0.01%) shit (0.03%) fuck (0.09%)
kill (0.009%) hate (0.01%) kill (0.03%) kill (0.04%)
die (0.009%) stupid (0.01%) ass (0.02%) hell (0.04%)

Table 10: Top 5 bad words in each class. The numbers
inside the parenthesis show the ratio of the word across all
the scripts of the class.

bad word list where all words are assumed to have an equal
strength. So, bad words can affect the MPAA rating, but
a threshold is not enough to predict the rating with reason-
able accuracy. We need to analyze these words in their con-
text to be able to measure the impact. For example, if the
word f**k refers to a sexual context, with high probability,
it leads to an “R” rating (“You can f**k me in the car” in
“to Rome with love”). But, if it is used as a curse word, the
movie can be rated as PG-13. For instance, the sentence
“that’s a clear sign to back the f**k off!” is used in “Fast
& Furious”, and yet the movie is rated as PG-13. Further-
more, words like fat are mostly listed as offensive words
in social media comments, but they are less probable to be
considered as inappropriate words in movies.

8. Conclusion and Future Work
In this paper, we present the new task of automatic predic-
tion of MPAA rating from movie scripts. We also present
a new resource to support the design and benchmarking
of machine learning approaches for the task. Lastly, we
use a neural network architecture to provide initial results
for state of the art comparisons. We model the conversa-
tions among characters of the movies, emotions behind the
conversations, and genre of the movie in order to predict
the film rating. Our best model improves the results com-
pared to the traditional machine learning approach, by 7%
weighted F1-score.
In the near future, we plan to explore the use of information
from the video. Furthermore, we will design a multi-task
model to predict MPAA rating as well as severity levels of
relevant aspects for the rating (violence, profanity, nudity).
We also plan to extend the approach to other types of online
content that are easily accessible to children.
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