
Method Parameters Precision
Duplicates

Recall
Duplicates

Precision
Non Duplicates

Recall
Non Duplicates

Macro
F1 score AccuracyShingling Content Shingles Size Hamming Distance Cosine Similarity

Exact Title
Matching NA NA NA NA 0.830 0.50 0.709 0.992 0.757 0.746

Simhash
Matching Character 5 10 NA 0.697 0.247 0.598 0.985 0.631 0.616

Document
Vector

Similarity
NA NA NA 0.98 0.912 0.779 0.861 0.986 0.885 0.883

Hybrid
Method Character 5 10 0.98 0.908 0.828 0.899 0.979 0.904 0.903

Table 4: Evaluation scores obtained for best performing configuration of different methods

(a) Content Unit: Words

(b) Content Unit: Characters

Figure 2: HeatMaps showing Macro F1 scores for simhash
matching using different parameter values

6. Results & Discussion

Looking into the evaluation scores in Table 4, the simhash
matching method by itself does not seem to perform any
better than the baseline method. However, for reasons dis-
cussed earlier, exact matching approaches would lead to a
large number of false positives in a real world scenario;
especially with matching titles. Our ground truth dataset
was carefully curated to avoid erroneous titles and there-
fore the evaluation scores can be expected to be in favor of
the baseline method. What our experiment demonstrates

Figure 3: Macro F1 scores obtained for different Document
vector similarity approach

instead is that simhash matching method can be a good
starting ground for identifying duplicates with variations
in their content. Further, we note that the document vector
similarity method is the main contributor towards obtaining
significant performance gains. This likely signifies that du-
plicates of scholarly documents are not simply variations in
character/string positions but are rather semantically related
paraphrases of content. Allowing for both the structural
variation and meaning representation of text, we observe
that the hybrid model achieves the best performance score.
Apart from the perspective of gaining better evaluation
scores, there are also pragmatic reasons to adopt a hybrid
method. This is evident in a real world deduplication sce-
nario since we host our deduplication service as an openly
accessible web API at https://core.ac.uk/docs/
#!/articles/nearDuplicateArticles . We no-
tice that the users would like to (optionally) obtain dupli-
cates based on one or more pieces of additional information
they may have (e.g. author names + title + year of publica-
tion) rather than specifically looking for duplicates based on
similarity of abstract text only. In such cases, we take a step
further and integrate (in much the same manner as done for
the hybrid method) the results obtained by exact matching
of user supplied attributes with the results obtained from
our hybrid method for serving API responses.
In Figure 1, we see a long-tailed distribution of duplicate
group sizes with very low frequencies in the ground truth
dataset. On manual examination, we notice that some of

https://core.ac.uk/docs/#!/articles/nearDuplicateArticles
https://core.ac.uk/docs/#!/articles/nearDuplicateArticles
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these low-frequency groups are formed because of incor-
rectly assigned DOIs. Despite taking great care in filter-
ing documents with erroneous DOIs, we are not able to
automatically filter out all such DOIs in our ground truth
dataset. The incorrect DOIs can lead to fewer number of
duplicates identified for a group during the ground truth
dataset creation. This can result in our methods (which
are based on comparing similarities of abstract text) pre-
dicting higher number of duplicates for an input document
than those identified for it in the ground truth dataset. For
this reason, we considered a prediction to be true positive
(in Section 5.1.) if it contained all the elements of the la-
belled set and not necessarily both these being equal. The
incorrect DOIs and/or other erroneous metadata informa-
tion do, in fact, propagate from source repositories where
they are originally hosted and there remains very little at
our end to try and resolve these issues.
In this work, we only considered documents with En-
glish text. Many different factors motivated this choice;
mainly the ubiquitous support for English language text
processing; availability of open source libraries and pre-
trained word embedding models on large corpus of English
text. Many other pre-trained word embeddings (e.g. (Bo-
janowski et al., 2016), (Beltagy et al., 2019)) are also avail-
able apart from the one we used in this work. Further ex-
periments will be needed to study the performance of our
method under these settings.

7. Related Work
A number of previous studies have presented deduplication
in the context of a variety of practical applications. Exam-
ples include deduplication for detecting plagiarised content
(Hoad and Zobel, 2003), (Bernstein and Zobel, 2004), im-
proving quality of web search (Manku et al., 2007), (Su
et al., 2010), (Syed Mudhasir et al., 2011), finding sim-
ilar files in document repositories (Manber, 1994), (For-
man et al., 2005), measuring source code similarity of soft-
ware systems (Yamamoto et al., 2005). Broadly speaking,
existing work on deduplication can be classified into two
main categories based on the approaches they adopt. In
the first category of work, we see deduplication approach
based on matching of values of attributes that make up the
data items. This approach is fairly common with dedupli-
cation of records present in structured content systems such
as databases (e.g. (Chaudhuri et al., 2003)). The second
category of approaches are based on comparing semantic
similarity of document contents. For example, (Forman et
al., 2005), (Manber, 1994), (Shenoy et al., 2017) use differ-
ent hashing functions (MD5 hash, minhash etc.) over docu-
ment text to obtain document hash values. Likewise, (Bog-
danova et al., 2015), (Zhang et al., 2017) use Word2vec
(Mikolov et al., 2013) embeddings to represent questions
posted in online user forums and use that for identifying se-
mantically related question pairs. Training machine learn-
ing models (Su et al., 2010) and more recently, deep learn-
ing (Mudgal et al., 2018) have also been proposed in this
regard. In comparison, our work uses i) simhash function; a
locality sensitive hashing function introduced by (Charikar,
2002) ii) word embeddings coming from the BERT model
(Devlin et al., 2018) and iii) builds upon the power of pre-

trained language representation model instead of training a
neural network specific to the purpose.
More related to our study are works focusing on dedupli-
cation of scholarly data. (Jiang et al., 2014) define a multi-
step rule-based method for deduplication of bibliographic
metadata records (BibTeX records) of biomedical scholarly
documents. They use exact matching on attribute-value
pairs (e.g. DOI, repository specific identifier such as the
PubMed ID number, author names) of the records; (Qi et
al., 2013) also put manual effort to correctly identify du-
plicates on such databases. (Canalle et al., 2017) define
several metrics (repetition, distinctiveness, density etc.) to
study the importance of different attributes of bibliographic
datasets when used for deduplication task. A recent work
(Atzori et al., 2018) studies deduplication of entities related
to scholarly publication (e.g. datasets, organizations, re-
search funders) as present in big scholarly communication
graphs such as the OpenAIRE scholarly communication
graph (https://api.openaire.eu/). In terms of
content based approaches to scholarly document deduplica-
tion, (Labbé and Labbé, 2013) study forgeries of research
outputs published in a few conferences and use inter-textual
distance as a measure of document similarity. The authors
define their own measure of inter-textual distance based on
word frequencies but it is not clear how it would compare to
other highly successful methods which have been reported
for deduplication of documents outside the scholarly do-
main text. For example, locality sensitive hashing method
has been successfully used for deduplication of web cor-
pus (Manku et al., 2007), technical documentations (For-
man et al., 2005) and clinical notes (Shenoy et al., 2017).
Similarly, word vectors have been used for deduplication
of related question pairs (Bogdanova et al., 2015). In our
work, we pursue the study of deduplication of scholarly
documents. Like (Labbé and Labbé, 2013), we follow the
content based approach to deduplication but build upon the
strength of both locality sensitive hashing and word embed-
dings methods. These methods were studied in isolation
for specific data collections in the past but our work shows
that both these methods produce results which complement
each other and therefore, a hybrid method should be used
for obtaining the best performing model for deduplication
of scholarly documents.

8. Conclusion

We produced a labelled dataset of 100K scholarly doc-
uments suitable for deduplication studies and proposed a
novel method to deduplication of scholarly documents – a
hybrid method using simhash and document vectors simi-
larity. With an extensive set of experiments, we established
the optimal values for the parameters of the hybrid method;
achieving a macro F1-score of 0.90 and an accuracy of
90.30%. This is well above the performance obtained from
a baseline system and over the individual methods making
up the hybrid method. As a practical outcome of our re-
search, we deploy our deduplication service as a publicly
accessible web API and publicly release our dataset to the
global audience.

https://api.openaire.eu/
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