
Three Dimensions of Reproducibility in Natural Language Processing

K. Bretonnel Cohen1,2, Jingbo Xia3, Pierre Zweigenbaum2, Tiffany J. Callahan1,
Orin Hargraves4, Foster Goss5, Nancy Ide6, Aurélie Névéol2, Cyril Grouin2, and
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Abstract
Despite considerable recent attention to problems with reproducibility of scientific research, there is a striking lack of agreement
about the definition of the term. That is a problem, because the lack of a consensus definition makes it difficult to compare studies of
reproducibility, and thus to have even a broad overview of the state of the issue in natural language processing. This paper proposes an
ontology of reproducibility in that field. Its goal is to enhance both future research and communication about the topic, and retrospective
meta-analyses. We show that three dimensions of reproducibility, corresponding to three kinds of claims in natural language processing
papers, can account for a variety of types of research reports. These dimensions are reproducibility of a conclusion, of a finding, and of
a value. Three biomedical natural language processing papers by the authors of this paper are analyzed with respect to these dimensions.
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1. Introduction
The journal Language Resources and Evaluation recently
published an editorial on reproducibility in language pro-
cessing. The editorial announced a new topic for the jour-
nal, named the associate editors for the topic, called for pa-
pers on the topic, and defined a number of relevant terms
(Branco et al., 2017).
Before the editorial had appeared, the authors (who include
two of the authors of this paper) had already submitted a
correction: on further assessment of the literature, they had
realized that they should reverse the definitions of two cru-
cial terms (viz. reproducibility and replicability)1. It was a
textbook example of publication of an analysis that turned
out not to hold, and of how such an analysis should be han-
dled.
It is especially striking that the topic of the correction was
the definition of two rather central terms—failures of repro-
ducibility have been so present in both the global scientific
and the public consciousness that one could reasonably ex-
pect that there would be at least a broad consensus about
the terminology that is used to discuss the phenomenon.
And yet: even a cursory (and certainly a careful) review of
the literature shows that no such consensus exists. Indeed,
the community is not even close to a consensus. In defini-
tions in the literature (multiple examples omitted from the
abstract due to space constraints), one observes at least the
following three terms used frequently to refer to the same
two concerns: replicability, repeatability, and reproducibil-
ity. Less frequently, one also sees the terms commensurate,
valid, and validity, and all of these can be involved in the
definition of rigor (Kilicoglu, 2017). It is not uncommon
to see reproducibility and replicability or repeatability used

1https://link.springer.com/article/10.1007%2Fs10579-017-
9386-7

interchangeably in the same paper.

As to the things that may or may not be replicated or repro-
duced, the literature includes the experiment itself; specific
values, measured or calculated; findings; conclusions; and
confirmation or non-confirmation of a hypothesis. These
terms that are used to define reproducibility are explicitly
defined less frequently than are reproducibility, replicabil-
ity, etc., so in the end, one is often not sure what, exactly,
would count as “reproducible” or not, even in the presence
of a definition. The situation is further complicated by the
introduction of modifiers, e.g. to refer to weak reproducibil-
ity. Biological research literature often involves additional
occasional confusion with the noun replicate, a count noun
(one can have two or more replicates, or none) that refers to
copies of a macromolecule under study (Vaux et al., 2012).

This lack of consensus definitions related to reproducibil-
ity is a problem because without them, we cannot com-
pare studies of reproducibility. A number of such stud-
ies have appeared very recently, and in general, the results
have been depressing. Multiple studies over the course of
the past two years have reported widespread failures of re-
producibility (Collaboration and others, 2015; Collberg et
al., 2015). They range from unusually large-scale studies
in psychology (Collaboration and others, 2015), to surpris-
ingly large ones in computer science (Collberg et al., 2015),
to case studies in natural language processing (Schwartz,
2010; Borgholt et al., 2015; Cohen et al., 2016; Gomes et
al., 2016; Névéol et al., 2016; Cassidy and Estival, 2017;
Kilicoglu, 2017; Mieskes, 2017). Yet, it is still quite dif-
ficult to get even a rough sense of the actual scale of the
problem in natural language processing, because the lack
of agreement about what exactly is being assessed makes it
difficult to compare findings across papers on reproducibil-
ity issues.
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To address this problem of a lack of consensus definitions,
this paper proposes a set of dimensions of reproducibility.
Perhaps counter-intuitively, we first give the definition of
replicability or repeatability that we assume in the paper:

• Replicability or repeatability is a property of an exper-
iment: the ability to repeat—or not—the experiment
described in a study.

Thus, we reserve the terms replicability or repeatability for
the ability to repeat an experiment’s methods (in the case
of natural language processing, with the same data). As
(Drummond, 2009) puts it, “replicability. . . means to ex-
actly replicate the original experiment”—the experiment
must be repeated, but whether or not the same values are
obtained, the same findings emerge, or the same conclu-
sion is reached is not relevant to the question of whether
or not the experiment has been replicated. In the lexicon
of (Goodman et al., 2016), which discusses reproducibility
and replicability from the perspective of the broader field
of both computational and non-computational science, this
corresponds to methods reproducibility.
We differentiate between replicability or repeatability on
the one hand, and reproducibility on the other. We propose
the following:

• Reproducibility is a property of the outcomes of an ex-
periment: arriving—or not—at the same conclusions,
findings, or values.

With the disjunction conclusions, findings, or values, we
see a likely cause of differing assessments of whether or not
a “paper” has been reproduced: a subsequent study could
replicate or repeat the experiment described in that paper,
or vary the methodology in some small but interesting way,
and arrive at the same or different values, or findings, or
conclusions. Our proposal of three separate dimensions of
reproducibility begins with the hypothesis that the lack of
consensus about definitions of reproducibility is directly re-
lated to the fact that there are these multiple ways in which
a paper might, or might not, be supported by subsequent
work. Problems then arise when a single one of these di-
mensions is isolated and labelled as reproducibility. The re-
sult is essentially one of polysemy—with its attendant am-
biguity.
To address this issue, the paper proposes a set of three
things that we will refer to as dimensions of reproducibil-
ity, using here the sense of the word dimension as one of
a group of properties whose number is necessary and suffi-
cient to determine uniquely each element of a system 2. The
proposed dimensions are then evaluated with an adequacy
test—we ask the question of whether or not publications
in natural language processing can be mapped to the pro-
posed dimensions. If a dimension were found not to be
relevant to any paper in natural language processing, that
would constitute evidence that it is not a valid dimension,
or at least not a very useful one. On the other hand, if an
analysis of publications in natural language processing re-
sulted in very disparate aspects of papers being lumped into

2Merriam-Webster.com, merriam-webster.com/ dictio-
nary/dimension

the same dimension, that would be consistent with the hy-
pothesis that the dimension in question needed to be split
into finer-grained categories.
To avoid punishing our colleagues for graciously sharing
their findings with the community, we do this analysis with
our own papers. This has the methodological shortcoming
that it almost certainly introduces an element of bias into
the analysis. For example, it is almost certainly the case that
we assume things to be obvious in those papers that proba-
bly are not obvious to very many people outside of our own
laboratories. On the other hand, it has the methodological
advantage that we are intimately familiar with the papers,
and so failures to find the relevant aspects of the papers in
question are very unlikely to be due to not being familiar
with the topic areas, or the methodologies, or the rationales
behind the analyses. If they were not our own papers, all of
these factors would certainly be possible confounds. In any
case, we return to this methodological shortcoming in the
Discussion section, and discuss some ways that it might be
avoided in future work.

2. The proposed dimensions
We begin by establishing and constraining the scope of
these dimensions.

• We exclude issues related to the ability to repeat the
experiments reported in a paper. We define that above
as replicability or repeatability.

• We take the unit of analysis as a paper. This could
include conference papers, journal articles, or chapters
in an edited volume. We exclude longer works, such
as books, as well as shorter ones, such as published
abstracts.
There is an impressive amount of research going back
to at least 1993 (Yentis et al., 1993) on the topic of sub-
sequent publication of work that was originally pre-
sented at medical conferences in abstract form. It is
clear from these publications that there are things re-
lated to reproducibility to be investigated in abstracts,
as well (Yentis et al., 1993; Scherer et al., 1994; Marx
et al., 1999; Sanders et al., 2001; Bydder et al., 2004;
Byerly et al., 2000; Jackson et al., 2000; Oliver et al.,
2003; Herbison, 2004; Ng et al., 2004; Autorino et al.,
2006; Balasubramanian et al., 2006; Peng et al., 2006;
Rao et al., 2006; Smollin and Nelson, 2006; Scherer
et al., 2007; Dahllöf et al., 2008; Harel et al., 2011;
Varghese et al., 2011). However, since they are not a
common publication type in natural language process-
ing and this is a paper about reproducibility in natural
language processing, we do not have the requisite data
to establish whether or not these dimensions apply to
them.

Within this scope, then, we propose the following three di-
mensions of reproducibility:

1. Reproducibility of a conclusion.

2. Reproducibility of a finding.

3. Reproducibility of a value.

We now expand on those dimensions.
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2.1. Reproducibility of a conclusion
By conclusion, we mean a broad induction that is made
based on the results of the reported research. Some exam-
ples of conclusions from our papers include:
• The abstracts of scientific journal articles and the bod-

ies of scientific journal articles have meaningfully dif-
ferent structural and linguistic characteristics. This
conclusion in our paper (Cohen et al., 2010), which
was quite clearly stated—it actually formed the title
of the paper—was important at the time (and presum-
ably now) because it demonstrated the importance of
what has since become a major theme in biomedical
natural language processing. Prior to this, the major-
ity of biomedical natural language processing papers
treated only the abstracts of scientific journal articles;
full text was becoming widely available, and this pa-
per’s conclusion supported the idea that there would
be a crucial need for a very new research direction.

• Clinical documents and scientific literature have very
different distributional characteristics at multiple lev-
els of negation. This conclusion in the paper (Cohen
et al., 2017a) appeared in the context of a recent paper
by Wu et al. (Wu et al., 2014) that had concluded that
negation was very much not a solved problem in nat-
ural language processing—despite the fact that many
papers had suggested that it is—and that in order for it
to become a solved problem in natural language pro-
cessing, the way forward was not to annotate more
data from the same genres in which it was already
available, but to annotate data with different distribu-
tional characteristics from the data that was already
available. Wu et al.’s conclusion was well-reasoned,
but at the time it was difficult to act on it, as there
wasn’t actually much published data on what those
distributions actually were. Our paper then showed
some of the relevant characteristics of the distribu-
tions. In that context, our paper presented method-
ologies for doing apples-to-apples comparisons of the
distributions of negation at both the phrasal and the
sub-word (affixal) levels, as well as showing that those
can vary completely independently.
One might ask whether a “conclusion” is even capa-
ble of being reproduced. Data and objects can be re-
produced, but to the extent that conclusions happen in
people’s minds, it is difficult to claim that they can be
demonstrated to be the same.
So, it is important to specify that by “conclusion,” we
mean an explicit statement in a paper. The fact that sci-
entific papers often include a section labelled Conclu-
sions should give even the most stalwart logical pos-
itivist (for a classic example in linguistics, consider
Leonard Bloomfield (Bloomfield, 1936)) some confi-
dence that such things exist.

2.2. Reproducibility of a finding
By finding, we mean a relationship between the values
for some reported figure of merit with respect to two or
more dependent variables. Two values could be equal—or
not. These may be direct measurements (e.g. counts of true
and false positives) or calculated numbers (e.g. a p-value

less than some value for alpha, or not), but there must be
a comparison involved. Findings of specific relationships
between values—an F-measure higher with one classifica-
tion algorithm than another, a strength of lexical association
that is stronger in one genre than another—are at the heart
of applications of natural language processing in the digital
humanities (Moretti et al., 2008) and the essential starting
point for natural-language-processing-based approaches to
social science (Chateauraynaud, 2003; Née, 2017). More
generally, they lie at the very heart of evaluation in natu-
ral language processing, where the most common trope is
to compare the performance of one system as measured by
some figure of merit to that of another (Resnik and Lin,
2010).
In contrast with a conclusion, a finding is a repeatable dis-
covery, whereas a conclusion is not—it is instead a broader
statement inferred (justifiably or not) from one or more
findings. A finding deals with computable properties of
some entity; a conclusion does not, but rather makes a
statement that the findings support or lead to. Two papers
could have the same findings but reach different conclu-
sions based on those findings because the conclusions of
a paper are based on an interpretation of its findings—two
researchers might interpret a given set of findings quite dif-
ferently. Some examples of findings from our papers in-
clude:

• Explicit phrasal negation is normally distributed in the
abstracts of scientific journal articles and in the bodies
of scientific journal articles. This finding, reported in
(Cohen et al., 2017a), was important in the context of
that paper because it constrained a central aspect of the
methodology of the work—the statistical hypothesis
tests that could be applied to the raw data.

• Negation is normally distributed in scientific journal
articles and in clinical documents. The finding was
derived from a statistical hypothesis test that showed
that in the cases of both document types, the p-value
of a Shapiro-Wilk test was less than 0.05. This find-
ing in our paper is notable in this context because it is
a clear example of a finding in the previous paper not
being reproduced. The finding was even more signifi-
cant in this paper than in the previous one, due to the
motivation that was described above for this specific
paper—the need to know the distributional character-
istics of negation in a variety of types of biomedical
text—in contrast to the previous paper, which studied
textual characteristics of the genre more broadly.

In the lexicon of (Goodman et al., 2016), the dimension
of reproducibility of a finding corresponds to results repro-
ducibility.

2.3. Reproducibility of a value
By value, we mean a number, whether measured (e.g. a
count of false positives) or calculated (e.g. a standard de-
viation). Actual values are important in finding constants,
e.g. the coefficient of a long-tail distribution (see the exten-
sive discussion of relevant topics for language in (Muller,
1977; Tweedie and Baayen, 1998; Baayen, 2001)), or the
best smoothing value when calculating relative frequencies
(Kilgarriff, 2012).)
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Shannon’s early work on the entropy of written English
text provides an example of a language-related value that
stimulated an enormous amount of academic work, some
of which has been evaluated with respect to the extent to
which it does or does not reproduce the values reported in
(Shannon, 1951). For example, (Cover and King, 1978)
used a very different method from Shannon’s original one
and found a value of 1.3 bits for the entropy of written En-
glish. The paper explicitly states that this value “agrees well
with Shannon’s estimate,” suggesting that the authors con-
sidered their value to have reproduced Shannon’s original
value in (Shannon, 1951)3. In a very different tone, (Brown
et al., 1992) reported an upper bound of exactly 1.75 bits,
but did not explicitly compare that to previous findings, al-
though it is clear from the paper that they considered it dif-
ferent from—and better than—previously reported values.
As the authors put it:

We see this paper as a gauntlet thrown down be-
fore the computational linguistics community.

A relevant value from our papers that was not reproduced is
the mean value for the frequency of negation. We reported
this in our papers (Cohen et al., 2010) and (Cohen et al.,
2017a). They were different by roughly a factor of 2, even
though we used the same corpus in both cases.
This is especially notable because the second of these pa-
pers is completely replicable, and yet we were later un-
able to reproduce our initial value. There was a doubly
non-reproducible value here—the value in (Cohen et al.,
2010) was not reproduced in (Cohen et al., 2017a), and that
value in turn was not reproduced when we later repeated
the experiment—all in our own papers.
The dimension of reproducibility of a value does not have
an equivalent in the lexicon of (Goodman et al., 2016), per-
haps because that paper points out a number of problems in
determining whether or not studies have the “same” values,
even when we can avail ourselves of statistical hypothesis
tests.

3. Meta-analyses of some papers in natural
language processing

3.1. Case study: A paper that was replicable but
only partly reproducible

The motivation for this work came from a paper by Wu
et al. (Wu et al., 2014) that discussed the potentially mis-
leading nature of much recent work on negation in natural
language processing of biomedical text. The contention of
that paper was that in order to achieve reportable results
that give a better estimate of the reality of performance on
negation, one needs data with different distributional prop-
erties than the data that has been used in previous research
on the topic. To address this, our paper undertook a study of
two kinds of negation in two kinds of biomedical texts. We
studied explicit phrasal negation (e.g. is not involved in) and

3We do not evaluate that claim ourselves because Shannon’s
paper actually reports a range of values; it is clear from the quota-
tion that (Cover and King, 1978) felt that they reproduced Shan-
non’s value, but it is not clear to us exactly how they came to that
conclusion from the range of values in Shannon’s 1951 paper.

sub-word or affixal negation (e.g. unknown) in biomedical
journal articles and in physician progress notes on Intensive
Care Unit patients from the MIMIC II database (Saeed et
al., 2002). This was a quantitative study that did hypothesis
tests on the rates of the two kinds of negation, finding that
phrasal negation was more common in clinical texts than in
scientific journal articles, while affixal negation was more
common in scientific journal articles than in clinical texts—
a surprising finding, given the relative amounts of research
on negation in the two genres (much more on clinical text
than on scientific text).

3.2. Why this example?
We select this study to illustrate the application of the pro-
posed dimensions of reproducibility because it is the most
heavily evaluated work, with respect to both replicability
(the ability to repeat the experiments) and reproducibility
(the outcomes of that experiment), that we have ever done.
The reasons that we say that:

1. First, we made a very deliberate effort to archive all
data and all code for this study on GitHub4.

2. Second, we then had two trainees repeat the experi-
ments, during the course of which one of the students
found a bug in the analysis code, suggesting that they
examined it quite closely.

In addition to the great effort that was made to ensure the
replicability of this project—and we note that it appears
to have been a very strong effort, as indicated by the fact
that the student was able to repeat the experiment closely
enough to locate a bug in the code—we had the oppor-
tunity to do a fortuitous assessment of the reproducibility
of the work, because the night before giving a talk on this
work, we found another bug in the code. That then gave
us an opportunity to see whether or not the original con-
clusion, findings, and values would be reproduced after we
fixed the bug.
So, this was a rather unusual piece of research, both in
terms of the documented efforts that went into ensuring its
replicability, and the unexpected opportunity to assess its
reproducibility.
Additionally, there’s this: the first author of the work is
an associate editor for reproducibility issues in natural lan-
guage processing. Three of the four authors of the paper
are actively involved in research on reproducibility. It is
difficult to say that they were not aware of how difficult of
a problem this is, and it is clear from the GitHub reposi-
tory (see Footnote 1) and from the replicability check that
they had a student do that they were making a concentrated
effort to ensure the reproducibility of the work.

3.3. What happened
The research was carried out, and the paper written, with no
more stress or problems than one would expect. The analy-
ses were all done in R markdown, as is often recommended
in order to ensure the replicability of an analysis. (Gandrud,
2013; Leeper, 2014; Wickham and Grolemund, 2016). All
data, code, and outputs of analyses were put in a publicly
accessible GitHub repository, as is also often recommended

4github.com/KevinBretonnelCohen/NegationDistribution
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in order to ensure replicability (Pedersen, 2008). The paper
was written and submitted to a large conference on biomed-
ical informatics.
While the paper was under review, two trainees (one doc-
toral student and one post-doctoral fellow) were asked to
check out the GitHub repository and repeat the work. This
immediately led to two observations:

1. We had forgotten to upload two data files.
2. Replicating the analysis required editing some paths

in the R code.
The two forgotten data files were then uploaded, and the
fact that some editing of paths in the R code was required
was duly noted. (The email chain that documents the chain
of events here has been uploaded to the GitHub repository
as a series of screen shots.) With that done, the trainees
were able to replicate the analysis. (Note that we use the
term replicate here because the analysis technique is a part
of the experimental method, rather than one of the outcomes
of the experiment.)
At that point, one of the trainees attempting to replicate the
work noticed a bug in the R markdown file for calculating
the inter-annotator agreement: two file names had been re-
versed. The code was fixed and the analysis was rerun. The
calculated value for inter-annotator agreement changed, but
the overall finding of relative incidence of negation still
held, so neither this finding, nor the overall conclusion of
the paper, was affected.
The paper was accepted for publication in the conference
proceedings. The value for inter-annotator agreement in the
paper that had been based on the incorrect file names was
replaced with the correct value; again, neither the finding
nor the conclusion was affected.
The night before giving the talk, one of the authors was fi-
nalizing the slides. Figuring that the most explicit way to
demonstrate what had been done in counting the phrasal
explicit negatives (e.g. no and not) would be to show the
regular expression that had been used to detect them, he
looked at the code in order to copy that regular expression
into the slides. A sinking feeling ensued: he had written
that code, he knew what he had intended for it to do, and
it was not at all likely that the code in question had done
it. The regular expression would work fine on the clinical
data, which had been converted to one token per line in a
preprocessing step. However, the scientific journal articles
had not undergone this preprocessing, and the regular ex-
pression would need to have a global switch (which directs
the regular expression engine to match as many times as the
pattern occurs in the input, rather than just once) in order to
do the count properly. Without that global switch, the code
would only find at most one explicit phrasal negative in a
line; since the corpus contained one paragraph per line, that
meant that the code would find at most one explicit phrasal
negative per paragraph.
Because all of the data and code was available on the
GitHub site, repeating the counts and the subsequent analy-
sis was literally a matter of about two minutes’ work. When
this was done, the following emerged:
• The counts of explicit phrasal negatives in the clini-

cal documents had not changed; the counts of explicit
phrasal negatives in the scientific journal articles had
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Figure 1: MIMIC II progress notes mean = 111 per 10,000-
word sample, CRAFT corpus mean = 31 per 10,000-word
sample. Welch 2-sample t-test: t = -27.092, df = 53.822,
p-value < 2.2e-16.
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Figure 2: MIMIC II progress notes mean = 111 per 10,000-
word sample, CRAFT corpus mean = 53 per 10,000-word
sample. Wilcoxon (Mann-Whitney U) W = 5.5, p-value
= 2.138e-15.

changed quite a bit. The mean frequency of explicit
phrasal negation in the scientific journal articles was
now much higher than it had been.

• Contrary to what we had published in the paper, the
distribution of frequencies in the scientific journal ar-
ticles was not normal. This meant that the t-test that
had been used for hypothesis testing in the published
version of the paper should not be used—rather, a
non-parametric hypothesis test should have been used.
Happily, when a Wilcoxon signed rank test was then
done, the means were still significantly different, p =
2.138e-15.

3.4. Analysis in terms of the three proposed
dimensions of reproducibility

Working upwards from the most granular dimension to the
most general one, we find:

Values One of the values was not reproduced. The mean
for the scientific journal articles was much higher after
the bug fix than before it. In contrast, the value for the
clinical documents was reproduced.

Findings The finding that the frequencies of explicit
phrasal negation in the scientific journal articles were
normally distributed was not reproduced. In contrast,
the finding that the mean of the frequencies of explicit
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phrasal negation in the scientific journal articles was
statistically significantly lower than the mean in the
clinical documents was reproduced.

Conclusion Since of those two findings, only the finding
that the mean of the frequencies of explicit negation
in the scientific journal articles was lower than in the
clinical documents was used to support the conclusion
of the paper—that the distribution of explicit phrasal
negation is different in the two genres—the conclusion
was reproduced.

To summarize: the conclusion of the paper and the find-
ing that was used to support that conclusion were both re-
produced. The other finding, and the value that led to that
finding, were not reproduced.

Metric Before After
Mean 31/10K words 53/10K words
Distribution normal bimodal

Table 1: Mean and distribution of explicit phrasal negation
in scientific journal articles before and after fixing the bug.
The Before values are the values published in (Cohen et al.,
2017a). The After values are the values after we fixed the
bug.

3.5. Case study: A paper on reproducibility
whose conclusion is not reproducible

Cohen et al. (Cohen et al., 2016) published a case study on
reproducibility that involved evaluating two R libraries for
biomedical text mining. Both of those libraries provided
connections to a web-based service. They concluded that
reproducing the original work was difficult, but not impos-
sible. Even before the paper went to press, that had ceased
to be the case. As the authors put it:

[T]wo hours after we submitted this paper for re-
view, one of the libraries stopped working com-
pletely. . . . . . the behavior [of the library] has not
been the same since. . . and so far, we have been
unable to reproduce our previous results. The re-
search that relied on the library is at a standstill.

3.6. Case study: An attempt to reproduce an
influential paper that was unable to
reproduce its findings

Gomes et al. (Gomes et al., 2016) described a paper on their
results when they replicated an influential approach to do-
main adaption. As the work is described, they were able to
replicate the methodology. However, they were not able to
reproduce the findings: the performance of their machine
translation system did improve in one translation direction,
but not in the other. In contrast, the original paper had
shown improved performance in all cases that it examined.
As the authors put it:

While we were able to improve the Portuguese-
to-English translation of in-domain texts using
the. . . technique, the [method] did not outperform

the in-domain trained baseline in the English-to-
Portuguese direction.

This is an example of the dimension of reproducibility of a
finding because it consists of a failure to reproduce the rela-
tive values of the system under test with respect to the base-
line system. The dimension of reproducibility of a value
is not relevant here because values were not being directly
compared. Neither is the dimension of reproducibility of
a conclusion relevant, since the paper does not make one
beyond the statement about the findings.

4. Discussion and Conclusions
4.1. Is there really a problem here?
This paper is motivated by the claim of the existence of
a problem of lack of consensus on terminology. Is there
really such a problem? Related literature is consistent with
the claim that there is. For example, a 2016 paper from one
of the scientists most responsible for the recent notion of a
“reproducibility crisis” in science notes that

The language and conceptual framework of “re-
search reproducibility” are nonstandard and un-
settled across the sciences. . . As the movement to
examine and enhance the reliability of research
expands, it is important to note that some of its
basic terms—reproducibility, replicability, relia-
bility, robustness, and generalizability—are not
standardized.

(Goodman et al., 2016)
Is that “problem in theory” really a “problem in practice”?
Goodman et al. suggest that it is:

This diverse nomenclature has led to confu-
sion. . . about what kind of confirmation is needed
to trust a given scientific result.

(Goodman et al., 2016)
In the field of natural language processing, work on the
topic has concluded that such problems exist, as well. Ten
years ago, (Pedersen, 2008) discussed the extent to which
replicability and reproducibility issues go right to the heart
of our field’s claim to being an empirical science, and 9
years later, Olorisade et al. showed that the problem is still
quite widespread (Olorisade et al., 2017). Fokken et al.
showed that it is a difficult problem to address—the reper-
cussions are grave (Fokkens et al., 2013).
As Goodman et al. point out, not knowing what kind of
confirmation is needed to trust a given “scientific fact”—
presumably, what we report in computational linguistics
meetings and journals—has a very practical consequence.
Not knowing what kind of confirmation is needed pre-
vents us from operationalizing the solutions to the prob-
lems pointed out by writers on the topic of replicability and
repeatability problems in natural language processing—
we have no “clear operational criteria for what constitutes
successful replication or reproduction” (Goodman et al.,
2016). As we show in this paper in our case study on
negation, the things that we often think are sufficient for
ensuring replicability (e.g. shared data, the use of publicly
available repositories to share our code, and markdown lan-
guages) are clearly not in and of themselves sufficient.
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4.2. What is the origin of the problem?
Where does that lack of consensus come from, and does the
source of the consensus tell us anything about the possible
success (or lack thereof) of any proposal to address it?
On some level, we can trace the lack of consensus to a case
of synonymy: the words reproducibility and repeatability
are close enough to synonymous in general English that
they often appear in each other’s definitions. For example,
in monolingual English dictionaries, we see:

• replicate, sense 3: to repeat, duplicate, or reproduce,
esp. for experimental purposes. (Random House
Unabridged 1999).

This is reflected in the very ways that scientists themselves
define the terms when they write about the topics. For ex-
ample:

. . . reproducibility means that the process of es-
tablishing a fact, or the conditions under which
the same fact can be observed, is repeatable.

(Teten, 2016), cited in (Atmanspacher et al., 2014)—our
emphasis.
Previous work has established three things about repro-
ducibility in natural language processing: it is important
(Pedersen, 2008; Schwartz, 2010; Branco et al., 2017),
it can be quite difficult to achieve (Fokkens et al., 2013;
Névéol et al., 2016), and the causes of reproducibility prob-
lems can be well-hidden—see (Johnson et al., 2007; Cohen
et al., 2017b), as well as the bug that we report in this paper.

4.3. Definitions of dimensions of reproducibility
in the larger context of natural language
processing

The bigger picture in which this work is situated is that
of a lack of a fully developed epistemology of computa-
tional linguistics and natural language processing. Enor-
mous advancements in this area have come from the shared
task model of evaluation (Hirschman, 1990; Hirschman,
1994; Jones and Galliers, 1995; Resnik and Lin, 2010;
Hirschman, 1998; Chapman et al., 2011; Huang and Lu,
2015), from the development of a science of evaluation
in our field (Daelemans and Hoste, 2002; Voorhees et al.,
2005; Buckley and Voorhees, 2017), and from the devel-
opment of a science of annotation (Palmer et al., 2005;
Ide, 2007; Wilcock, 2009; Pustejovsky and Stubbs, 2012;
Stubbs, 2012; Styler IV et al., 2014; Bonial et al., 2017;
Green et al., 2017; Ide and Pustejovsky, 2017; Savova et
al., 2017). But, large holes remain in our development
of an epistomology of computational linguistics and nat-
ural language processing that integrates these strengths of
our field and also explores the relationships between natu-
ral language processing; computational and corpus linguis-
tics; artificial intelligence, theoretical linguistics, and cog-
nitive science (Cori et al., 2002). (See also (Cori and Léon,
2002) for a discussion of how issues of definition of what
our field is affect that epistemology and (Bès, 2002; Habert
and Zweigenbaum, 2002; Amblard, 2016) for how taxono-
mization of methodologies in natural language processing,
computational linguistics, and engineering interact with it).

4.4. Novel observations
The work reported here allows some observations that to
our knowledge have not been made before. First: repro-
ducibility is not a binary, you-are-or-you-aren’t condition—
it is more nuanced than that, as can be seen from the exam-
ples of the dimensions, as well as from the extended case
study.
Second: despite suggestions to the contrary, there are no
“silver bullets” where reproducibility or replicability is
concerned. The work that is described in the case study
made heavy use of the most-commonly-advocated architec-
tures for enhancing both replicability and reproducibility—
and yet, we were initially not able to replicate the experi-
ments. Once we could, we found that although the con-
clusion was reproducible, a crucial value and a key finding
were not. The distinction between replicability and repro-
ducibility that we make from the outset of this paper, along
with the three dimensions of reproducibility that this paper
proposes, allowed us to make these distinctions. A fail-
ure to distinguish between the ability to replicate an exper-
iment and to reproduce its outcomes would not allow for
a description of these circumstances, and a binary repro-
duced/not reproduced distinction would not allow us to do
so, either.
We also note that trying to replicate the work was very
productive—it led not only to discovering that some files
were absent from the repository (which directly affects the
repeatability of the work), but it led directly to the finding
of the first bug. This might be surprising in the context of
(Drummond, 2009)’s strong stance against the very notion
that replicability is valuable. He makes the same distinc-
tion between replicability (the ability to repeat an experi-
ment’s methods) and reproducibility, and says the follow-
ing about replicability in a paper titled Replicability is not
Reproducibility—Nor is it Good Science:

It would cause a great deal of wasted effort by
members of our community. . . . I am also far
from convinced that it will deliver the benefits
that many think it will. I suspect that, at best,
it would serve as little more than a policing tool,
preventing outright fraud.

The analysis of the case of our study on negation is a clear
example of the success of what (Goodman et al., 2016)
call “a proof-of-principle study. . . sufficient to show that [a
phenomenon is] possible:” pace Drummond, our attempt to
replicate an experiment improved our science.

4.5. Conclusions
We have shown examples from the natural language
processing and computational linguistics literature of all
three of the proposed dimensions of reproducibility—cases
where conclusions, findings, and values were reproduced,
and cases where they were not. We have also shown that
the value for one dimension is not dependent on the oth-
ers. For example, in the extended analysis of (Cohen et al.,
2017a), we showed a case where a value was not repro-
duced and a finding was not reproduced, but the conclusion
was. In the discussion of (Gomes et al., 2016), we showed a
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case where a finding was not reproduced, but neither values
nor conclusions were relevant to asking whether or not the
earlier paper as a whole had been reproduced. In (Cohen
et al., 2016), we see a paper whose conclusion is not repro-
ducible, independent of specific values or findings. Taken
together, these suggest that the proposed dimensions of re-
producibility are, indeed, applicable to research in natural
language processing. We have also shown how they map
to definitions of the relevant phenomena in other work on
reproducibility in science more broadly.
Moving forward, what can be done with the dimensions
proposed in this paper that could not be done before? With
this more nuanced set of definitions of reproducibility, we
can better understand the state of the science in our field.
Once we know what that state is, then we can build on the
suggestions of papers like (Pedersen, 2008; Fokkens et al.,
2013; Olorisade et al., 2017) that make concrete recom-
mendations about dealing with issues of reproducibility in
natural language processing—and make it better.
While we do this, we should be charitable to each other
other, recognizing that failures of reproducibility can occur
even in spite of the best intentions of the researchers. Fac-
ing our reproducibility problems will probably be painful
for the field, but in the end, it will be of benefit to all of us,
and to our science.
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