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Abstract
Information about the location of an action is often implicit in text, as humans can infer it based on common sense knowledge. Today’s
NLP systems however struggle with inferring information that goes beyond what is explicit in text. Selectional preference estimation
based on large amounts of data provides a way to infer prototypical role fillers, but text-based systems tend to underestimate the
probability of the most typical role fillers. We here present a new dataset containing thematic fit judgments for 2,000 verb/location
pairs. This dataset can be used for evaluating text-based, vision-based or multimodal inference systems for the typicality of an event’s
location. We additionally provide three thematic fit baselines for this dataset: a state-of-the-art neural networks based thematic fit model
learned from linguistic data, a model estimating typical locations based on the MSCOCO dataset and a simple combination of the systems.
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1. Introduction

Most of automatic language understanding today is based
on information that is explicitly stated in text. How-
ever, tasks that require the ability to make additional
common sense inferences are increasingly coming into
focus (Levesque et al., 2011; Roemmele et al., 2011;
Mostafazadeh et al., 2016). We here propose a dataset
which addresses a sub-task towards this goal, i.e. inferring
typical locations for a given verb. This task is related to
selectional preference tasks, and taps into the kind of infer-
ences humans make when comprehending language. The
task consists of predicting a location, given other informa-
tion from the text (here: the predicate), see also Baroni and
Lenci (2010; Sayeed et al. (2015; Tilk et al. (2016). Given
the verb to eat, a good thematic role filling model would for
instance prefer the location restaurant over office. Previous
work has found that locations are a particularly difficult role
to predict (Sayeed et al., 2016). This could be due to the fact
that location modifiers are often omitted in text when the lo-
cation is inferable from common sense knowledge, known
as reporting bias (Gordon and Van Durme, 2013; Misra et
al., 2016). It is hence a logical next step to use multimodal
data, and in particular, data from vision. However, there are
to date no datasets which can be used to evaluate the con-
tribution of a vision model, as the only existing location fit
dataset is very small (Ferretti et al., 2001), comprising only
277 verb/location pairs, and includes many rare verbs.
We here present a new dataset based on 20,000 human judg-
ments for a total of 2,000 verb/location pairs. The dataset
was specifically constructed to evaluate the contribution of
both visual and linguistic information for learning common
sense knowledge about locations. It builds on MS COCO
(Lin et al., 2014), a dataset of images with captions; lo-
cations for these pictures were labeled using a scene clas-
sifier trained to distinguish 365 locations of the Places365
dataset (Zhou et al., 2016). Along with the dataset, we pro-
vide performance baselines for a language-based, a vision-

based and a simple multimodal model for a common sense
inference task using this dataset.

2. Related work
Datasets. Datasets with human ratings on a scale of 1 (least
common) to 7 (most common) for agent and patient roles
were made available as part of McRae et al. (1997), Padó
et al. (2009), Vandekerckhove et al. (2009). Ferretti et al.
(2001) created a dataset of 277 location ratings (Ferretti-
Loc) using questions like “How common is it for some-
one to eat at the following locations”? 40 participants pro-
vided ratings on a 7 point scale, e.g.: eat/restaurant: 7. For
their study, Ferretti et al. (2001) chose 40 transitive verbs.
Many highly frequent verbs like move were not included
in their study due to the selection criterion they used (the
verb should activate a “distinct prototype”), and hence per-
formance on such verbs was not evaluated. Our proposed
dataset includes the 100 most frequent verbs in MS COCO
image captions (Lin et al., 2014), and is hence intended to
be more representative, and makes it possible to evaluate
multimodal systems on the task.
Thematic role filling. Many thematic role filling models
have been proposed (Baroni and Lenci, 2010; Baroni et
al., 2014; Greenberg et al., 2015; Lenci, 2011; Sayeed and
Demberg, 2014). Typically, they are evaluated by comput-
ing a correlation to human judgments, as motivated by Padó
et al. (2009). A related line of work focuses on selectional
preference estimation (Erk, 2007; Van de Cruys, 2014). Re-
cently, Tilk et al. (2016) proposed a neural network model
for thematic role filling. The system distributes probability
over the possible role fillers of specific missing roles. Their
model learns the interactions between different roles and
achieves state-of-the-art performance on multiple datasets.
As a baseline for this dataset, we use their best model, de-
noted as Language baseline. The Vision baseline system
presented in this work leverages visual information from
the captioned images as opposed to purely relying on text.
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Vision helps language. Language and vision are the two
primary human communication channels. They have a
lot of complementary information, which was successfully
used by prior work. Regneri et al. (2013) showed that video
features help to improve the similarity estimation for sen-
tences describing actions. Yatskar et al. (2016a) relied on
images to extract common sense knowledge about objects
and spatial relations between them. Tandon et al. (2016)
used image tags to learn the part-of relation between ob-
jects. Yatskar et al. (2016b) proposed a dataset of images
and “situations” (a verb with e.g. agent, tool), based on
FrameNet (Baker et al., 1998). Prior work has shown that
vision can benefit various linguistic similarity tasks (Bruni
et al., 2014; Silberer and Lapata, 2014). For such work,
it is however a crucial precondition to have a dataset on
which system performance can be meaningfully evaluated.
Hence, the dataset proposed in this work allows to study the
impact of vision for the task of thematic role filling.

3. Dataset
In order to be able to measure progress on the task of learn-
ing typical locations of a given event (here approximated
via a verb), it is necessary to have a dataset that contains a
representative set of verbs and locations together with judg-
ments of how typical these locations are. In order to en-
able evaluations that correlate automatic fit estimates with
judgments, it is particularly important to create the dataset
such that there is a good range of well fitting to badly fitting
verb/location pairs.
Verb/Location pairs selection. As the existing evaluation
set by (Ferretti et al., 2001) is quite heavily biased against
verbs that can be grounded in pictures, we here chose to
base our corpus on the 100 most frequent verbs found in
the captions of the MS COCO (Common Objects in Con-
text) (Lin et al., 2014) dataset (training/validation sets). The
MS COCO dataset contains 123,287 images of people, an-
imals and other objects “in context”, i.e. in realistic envi-
ronments. For each image, five captions are provided (see
Figure 1).
As verbs are hard to recognize automatically from an im-
age, the availability of captions, together with the situa-
tional context of the images, makes this corpus a good
choice for studying relations between verbs and locations.
We processed the available captions with the Natural Lan-
guage Toolkit (NLTK) (Bird, 2006) to extract the verbs.
Each of the extracted 100 most frequent verbs occurred in
the captions of at least 100 images. For each of those im-
ages, we ran a state-of-the-art neural network based scene
classifier, ResNet (He et al., 2016), trained to distinguish
365 locations of the Places365 dataset (Zhou et al., 2016)1.
The classifier applies a Softmax function to the last fully
connected layer representation distributing a probability of
1 over all 365 locations. Figure 1 provides an example
MSCOCO image with associated captions, that e.g. men-
tion the verbs to sit and to work, as well as the top 5 pre-
dicted locations from the ResNet classifier. In order to iden-
tify common likely locations for each verb, for each image,

1The ResNet classifier achieves a top-5 accuracy of 85% on
the test set of Places365 dataset.

Top-5 predicted locations:
Office
Home office
Waiting room
Reception
Computer room

MSCOCO Captions:
1. A man in a tuxedo working on a laptop.
2. There is a man sitting on a two seat bench in a

tuxedo with a laptop in front of him.
3. A man in a suit using his laptop.
4. A man in formal attire sitting on bench using

laptop computer.
5. A man in a tuxedo sits at a table and uses a laptop.

Figure 1: Example MSCOCO image with 5 captions and
top-5 predicted locations from the ResNet classifier.

with at least two captions containing the verb, we extracted
the top 5 predicted locations. This resulted for each verb in
a list of locations, out of which some occur very frequently,
while others are only seen once.
In order to obtain a balanced dataset, from the list of pre-
dicted locations per verb, we selected a subset of these by
randomly choosing 4 top ranked (from the top 10), 2 mid-
dle ranked (from rank 11 to 20), and 4 low ranked (from
rank 21 onwards) locations. The ranking of a location for
a particular verb was based on increasing average probabil-
ity (predicted score) of the location across all images rel-
evant for that verb (see Equation 1). Next we selected a
set of locations present in language data for the same set of
100 verbs as follows. From a chosen vocabulary of 50,000
most frequent words in the ukWaC corpus (Ferraresi et al.,
2008), we selected candidate words, labeled as locations
by the SENNA role labeler (Collobert and Weston, 2007),
similar to Tilk et al. (2016), and excluded proper names
using the Stanford Named Entity Recognizer (Finkel et al.,
2005). We manually removed all non-physical locations
(e.g. the Web) from the resulting set, which resulted in a
total set of 423 candidate physical locations. We again se-
lected for each verb 4 likely, 2 middle ranked and 4 unlikely
locations, relying on the probabilities from the best model
of Tilk et al. (2016). Overall, this resulted in a total of 2,000
verb/location pairs (100 verbs, with about 10 locations se-
lected based on the visual domain and about 10 locations
selected based on the language system).
Some of the most frequent verbs from MS COCO, which
were included in our proposed dataset, are: move, open,
ride, walk, dress, eat, wait, serve etc. Compared to Ferretti-
Loc, the verbs in the proposed dataset activate locations
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with little overlap in features. For example one could walk
at various places which have little in common (e.g. at a
beach, at home, in an office, in a restaurant, at a plaza). Ad-
ditionally there was no assumption made about the sense
of the verb for polysemous verbs like serve (serving food,
serving the ball during a tennis or volley ball match). This
choice of verbs made the locations per verb in our dataset
more varied than those in Ferretti-Loc. Last but not the
least, the locations in our dataset include general loca-
tions like office, house, park as well as more specific lo-
cations like home office, courthouse, amusement park. The
vision-based subset has more fine-grained (specific) loca-
tions (from Places365 categories) and fewer general loca-
tions while the language-based subset has mainly general
locations (all vocabulary words used by the language sys-
tem are single words).

Human ratings. We collected 10 human judgments for
each verb/location pair (20,000 judgments in total) via
crowd-sourcing on Amazon Mechanical Turk using the
LingoTurk software (Pusse et al., 2016). We provided Turk-
ers with a verb V and location L and asked them: Assume
“X” (X can be a human, an animal or an object) is doing
V, how common is it to happen at location L? We followed
the rating strategy of Ferretti et al. (2001), so the Turkers
could rate on a scale from 1 (“extremely uncommon”) to 7
(“extremely common”), and additionally introduced option
0 for “impossible”. The rating “impossible” was chosen
1,227 times out of the 20,000 judgments, with the majority
of these ratings falling on a set of 130 verb/location pairs
including e.g. graze/flat, dock/airplane cabin. As some lo-
cations are rare words that may not be familiar to all Turk-
ers, we allowed them to indicate whether they were unsure
about any words in the question. This option was selected
for 2% of ratings; exclusion of these ratings did not change
results. We found that on average 46% of ratings (around
5 out of 10) for a given verb/location pair were identical.
Standard deviations for verb/location ratings varied from
0.0 to 3.14, with the mean standard deviation being 1.55.
Example ratings, averaged over 10 humans, for the verb
play are shown in Table 1. As expected, the locations such
as a soccer field or a playground are rated higher than e.g.
a repair shop or a hangar.

Dataset statistics. Figure 2 presents a distribution of ob-
tained human ratings over 2,000 verb/location pairs. We
first average 10 human ratings for each pair, and then show
how many verb/location pairs fall into each rating “cate-
gory”. We see that all levels of “fitness” are covered, from
0 (“impossible) to 7 (“extremely common”), as well as the
intermediate levels. We also analyze agreement within the
human ratings. Human judgments correlate with each other
at Spearman’s ρ = 0.63, which reflects the difficulty of the
task. This number was obtained by computing the correla-
tion between an individual rater vs. the average of the other
9. We repeated this for each of 10 raters and averaged the
obtained correlations; the standard deviation was 0.02.

Table 2 highlights the key differences between our pro-
posed dataset and Ferretti-Loc (Ferretti et al., 2001): the
size (the higher number of verbs and verb/location pairs)
and the fact that our verbs can be grounded in images. Our

Location Rating

Cockpit 0.6
Repair shop 1.8
Hangar 1.9
Landing deck 2.2
Market 2.3
Fishpond 3.6
Hall 4.9
Porch 5.4
Room 5.7
Street 5.8
Martial arts gym 6.0
School 6.0
Music studio 6.3
House 6.6
Field 6.7
Playground 6.9
Basketball court 6.9
Soccer stadium 7.0
Soccer field 7.0
Football stadium 7.0

Table 1: Example ratings, averaged over 10 humans, for
the verb play and respective 20 locations, on a scale from 0
(“impossible”) to 7 (“extremely common”).

Figure 2: Histogram of the distribution of ratings, averaged
over 10 humans, for all the 2,000 verb/location pairs in our
dataset.

dataset is publicly available2.
Use cases. In Section 2. we stated that our dataset allows
to study the impact of vision for the task of thematic role
filling, or typicality estimation. Here we discuss some of
the cases where verb/location typicality can in its turn aid
vision tasks. Specifically, consider the tasks of activity and
scene recognition. If the visual classifiers are noisy, typi-
cality ratings can serve as a post hoc verification to filter
out untrustworthy predictions (e.g. it is unlikely to ski on
an ice skating rink). If the visual classifiers are reliable

2http://datasets.d2.mpi-inf.mpg.de/arohrbach/datasetV1.csv
The columns in the .csv correspond to id, verb, location and an
average human rating.
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Dataset #Verbs #Verb/Location Vision
Pairs Grounded

Ferretti-Loc 40 277 no
Our 100 2,000 yes

Table 2: Comparison of our dataset and Ferretti-Loc.

and we trust their predictions, typicality estimates could be
used for anomaly detection. For instance, if we confidently
recognize an action “eat” at the location “synagogue”, we
may decide that it is worth reporting when generating a tex-
tual description of the scene. Another way of using typical-
ity ratings would be to incorporate them in the model at
training time when learning to predict activities and loca-
tions jointly (e.g., for situational recognition; (Yatskar et
al., 2016b)). We leave the experimental validation of these
use cases to future work.

4. Baseline systems for location typicality
estimation

We have built our dataset in a way that allows us to study
whether visual information can help to improve location
typicality estimates over language-only models. In this sec-
tion we introduce three baseline systems which we bench-
mark on our proposed dataset.
Vision baseline. To estimate the probability of a location
L given a verb V we rely on the scene classifier predictions
(see also Section 3.). For each image where V occurs in at
least two of its captions, we obtain the probability for the
location L from the scene classifier, and then average prob-
abilities across all images relevant for that verb, to obtain
an estimate of how prototypical L is given V:

P (L|V) = 1

N

N∑
i=1

1{cat=L} ◦ scorei, (1)

where cat is a category in Places365, N is the number of
images where V occurs in at least two captions, ◦ is the
element-wise vector product, and scorei is the vector out-
put of the Softmax function.
Language baseline. As a baseline for a system trained on
language data, we use the current state of the art model for
this task, Tilk et al. (2016). To mitigate the domain shift
between MS COCO captions and the ukWaC corpus, we
used the domain adaptation method of Chelba and Acero
(2006). The model gained 2% in performance from this
domain adaptation. Domain adaptation benefited in partic-
ular animal related locations which are highly frequent in
the MS COCO dataset (e.g., pasture, corral).
Simple multimodal baseline. We also build a “Vi-
sion+Language” system, which averages the probabilities
from both systems, to study their complementarity.
Results. Table 3 shows the correlations between average
human judgments and each of the three baseline systems’
predictions. Whenever a system failed to make an esti-
mate on the full dataset (because the relevant target loca-
tion was not part of its vocabulary), we used the average
probability as a generic value. This allowed us to estimate

Dataset # Vis. Lang. Vis.+Lang. Human
Ratings ratings sys. sys. sys. corr.

-all 2,000 0.28 0.25 0.32 0.63
-vision 1,311 0.36 - - 0.63
-language 1,353 - 0.30 - 0.63
-overlap 664 0.41 0.27 0.43 0.64

Table 3: Spearman’s ρ correlation between mean human
ratings and systems’ estimates, on our dataset, see text for
details.

System all overlap-vis

Baroni & Lenci, 2010 0.23
Greenberg et al., 2015 0.29
Language 0.44 0.50
Vision 0.30 0.42
Vision+Lang 0.47 0.54

Table 4: Spearman’s ρ correlation between mean human
ratings and systems’ probabilities on Ferretti-Loc dataset.
The language system used here is identical to Tilk et al.,
2016.

performance on the complete dataset. To make a detailed
analysis of the baseline systems, we divided the dataset
into three subsets: a subset with 1,353 verb/location pairs
for which a language system can estimate fit (“Ratings-
language”), a subset with 1,311 pairs for which a vi-
sion system can make predictions (“Ratings-vision”), and
an overlapping set of 664 verb/location pairs (“Ratings-
overlap”) for which both systems can make predictions.
We can see that the multimodal system consistently im-
proves over the unimodal systems (on “Ratings-all” and
“Ratings-overlap”). A substantial gap to human perfor-
mance remains.
Error analysis. We further analyzed our results to see
where the complementarity between the language and vi-
sion systems comes from. A typical pattern we observed
was that there are cases where human ratings are high but
language predictions are low, confirming our initial hy-
pothesis that language-only models may down-rate com-
mon locations. Some examples of such cases (shown here
with the average human rating) are: cook/delicatessen: 5.7,
ride/street: 6.4, display/supermarket: 6.5 or graze/farm:
6.9. In these cases, the vision system provides valuable
complementary information.
A common failure case for the vision system is related to
a lack in abstraction: more general locations, e.g. house
are underrated compared to more specific ones which are
present in the set of target locations, e.g., beach house. In
the joint system, the language system can sometimes help
to recover from such errors, e.g. for sleep/house: 6.0.
Another type of error is when the “Vision+Language” sys-
tem predicts a high score, but human ratings are low. E.g.
fly/soccer field is rated low by humans, while the “Vi-
sion+Language” rates it high due to a large support in im-
ages and captions mentioning the soccer ball flying. It ap-
pears that the human raters are biased towards animate sub-
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jects (or a more agentive interpretation of flying) so they
assigned a low rating to these cases.
Results on Ferretti-Loc dataset. While the previous ex-
periment on our own dataset has served as a proof of con-
cept, providing evidence that the vision system is comple-
mentary to the language system, and that the combination
of the two may improve performance, we now proceed to
test whether this finding holds up for a previously used
dataset for this task. Table 4 presents an evaluation on
the Ferretti-Loc dataset. We see that the “Vision system”
performs well on this general dataset, and that the joint
“Vision+Language” system consistently improves over the
language-only baseline. Note that only 29 (overlap-vis) out
of 40 (all) verbs in this dataset occur in MS COCO cap-
tions, and only 9 of them occur frequently. We again used
average location probability on MS COCO for out of vo-
cabulary pairs. The “Vision+Language” system relies on
averaged probabilities when vision predictions are avail-
able, otherwise it uses the language probabilities. On the
“overlap-vis”, both systems can make predictions. These
results provide further support for the idea that the vision
and language systems are complementary.

5. Conclusions
We have presented a new dataset for thematic role filling,
targeting the location role, which is significantly larger than
the prior work (Ferretti et al., 2001). Our data collection
relies on image captions and visual scene classifiers, and
allows for different types of approaches to be evaluated and
compared. We show three different baselines for the task
of predicting typical locations for a verb. Our experiments
support the hypothesis that the visual scene probabilities
provide useful cues for typical location prediction, and are
complementary to the language estimates. The multimodal
baseline performs substantially better than the unimodal
baselines.
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