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Abstract
WordNet-like resources are lexical databases with highly relevance information and data which could be exploited in more complex
computational linguistics research and applications. The building process requires manual and automatic tasks, that could be more
arduous if the language is a minority one with fewer digital resources. This study focuses in the construction of an initial WordNet
database for a low-resourced and indigenous language in Peru: Shipibo-Konibo (shp). First, the stages of development from a scarce
scenario (a bilingual dictionary shp-es) are described. Then, it is proposed a synset alignment method by comparing the definition glosses
in the dictionary (written in Spanish) with the content of a Spanish WordNet. In this sense, word2vec similarity was the chosen metric
for the proximity measure. Finally, an evaluation process is performed for the synsets, using a manually annotated Gold Standard in
Shipibo-Konibo. The obtained results are promising, and this resource is expected to serve well in further applications, such as word
sense disambiguation and even machine translation in the shp-es language pair.
Keywords: WordNet, lexical database, minority language

1. Introduction
The building of digital linguistic resources is a great sup-
port for endangered languages, as they help to preserve rel-
evant information and knowledge related, not only for the
language itself, but also for the community whose speak it.
Nevertheless, if those resources are not developed to be able
for further analysis and research, they may be insufficient
to assist in the preservation efforts (Berment, 2002).
In that context, computational linguistics is a research area
that aims to understand linguistic phenomena, in an auto-
matic way, through the processing and exploiting either lin-
guistic corpora or language patterns from large amounts of
data. In order to achieve that goal, the corpus must be in
a machine-readable format, and might include structured
information and linguistic meta-data that helps to automat-
ically understand patterns from the language.
Among the most important lexical and structured resources,
the WordNet is included (Fellbaum, 1998). This resource
could be used as a thesaurus for different languages, and its
exploitation might ease more complex tasks such as word
sense disambiguation or even machine translation.
For that reason, this article describes the building of an
initial version of a WordNet for an endangered language,
which faces additional problems caused by the low-density
of digital resources. The language case study is Shipibo-
Konibo (SHP), one of the 47 indigenous languages spo-
ken in Peru, specifically in the Amazonian region and has
over 23,000 speakers. (Ministerio de Educación, Perú,
2013). Like most of it peers, SHP is classified as a minority
language from both a social and a computational perspec-
tive (Forcada, 2006).
The paper is organized as follow. Section 2 defines shortly
what a WordNet is. Next, Section 3 presents works regard-
ing the main aspects in the building of WordNet-like re-
sources for other languages. After that, the construction of
the WordNet for Shipibo-Konibo is detailed in Section 4.
Additionally, there is an evaluation process in Section 5.

Finally, conclusions and future work are discussed.

2. WordNet
A WordNet is a lexical database in an specific lan-
guage. WordNet contains words grouped into synonyms
sets (synsets) where each synset represent a different sense
and is identified by a interlingual index (ILI) that allows
to work in multilingual contexts. In addition to having a
synonyms set, each synset may show a definition (gloss)
and also some use examples. The synsets are connected be-
tween them through semantic and lexical relationships like
hypernym, hyponym, and others (Fellbaum, 1998).
There are shallow similarities between a WordNet and a
thesaurus, which different sets of terms are grouped based
on a meaning-similarity criteria. On the other hand, the la-
bels of the Wordnet are defined by the semantic relationship
between the words or entries, while the clusters of words in
a synonym dictionary may not follow any distinctive pat-
tern of explicit meaning similarity (Miller, 1995).
For the Spanish language, there are two main multi-
lingual options that are vastly used: MultiWord-
Net (Emanuele et al., 2002) and Multilingual Central
Repository (MCR) (Gonzalez-Agirre et al., 2012). Despite
the fewer amount of synsets contained in the latter reposi-
tory, MCR will be used in the study because its more recent
updates.
Finally, a WordNet is established ideally as a free and open-
source resource, so the goal is similar for the Shipibo-
Konibo WordNet.

3. Related Works
The section describes the different aspects related to the de-
velopment or improvement of WordNet-like resources for
different languages, whether they are minority ones or not.
Farreres et al. (1998) presented a semi-automatic approach
to address development of new WordNets, using the En-
glish version as a model. There is a manual alignment for
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verbs and nouns, while the validation step was automated.
The latter process chose the most relevant terms and de-
velop a complete taxonomy of semantic primitives. The
proposed method was applied to build both Spanish and
Catalan WordNets, using bilingual dictionaries and lexi-
cons as the main sources.
Semi-automatic procedures were also proposed for build-
ing WordNets in other languages. For Persian, there were
special considerations regarding the verb composition, as
they are formed by more than 2 verbs usually (Rouhizadeh
et al., 2008). Besides, an Ancient Greek WordNet was de-
veloped from a Greek-English dictionary, by supposing a
semantic closeness regarding the terms translated (Bizzoni
et al., 2014).
Thai WordNet was built using an own system called Word-
Net Builder (Sathapornrungkij and Pluempitiwiriyawej,
2005). The WordNet in English and machine readable dic-
tionaries (MRD) were the main input sources, and both
were connected trough a Link Analyzer for synset match.
The validation process was performed by a statistical clas-
sifier, reducing human intervention.
In the Polish version, the validation process was performed
with a similarity measure with the English WordNet, en-
hanced by human evaluation later (Broda et al., 2008). For
the study, the synsets were built using a metric for semantic
relation between different terms and POS-tags.
There were other studies focused in the improvements of
previous WordNets. Mititelu (2012) proposed an addi-
tion of morpho-semantic relations for the Romanian Word-
Net. Heuristics were applied to group the terms and af-
fixes in pairs. Then, these pairs were semantically tagged
in three levels: monolingual, multilingual and for different
NLP applications. Likewise, Bond et al. (2009) addressed
improvements in the Japanese WordNet by increasing the
vocabulary coverage, annotating more bilingual English-
Japanese texts, and connecting the WordNet with different
resources such as lexicons or image repositories.
Finally, Taghizadeh and Faili (2016) focused their efforts
in building WordNet for low-resource scenarios. Using
an Expectation-Maximization (EM) algorithm plus a cross-
lingual word sense disambiguation method, a high quality
WordNet could be built for Persian. Other positive aspect
was the use of minimal resources, such as a bilingual dic-
tionary and a monolingual textual corpus.

4. WordNet-Shp
This section includes the steps followed for the develop-
ment of the initial WordNet-Shp, a WordNet-like resource
for Shipibo-Konibo. There are two main phases. The first
phase consisted in the digitalization and pre-processing of
a bilingual dictionary shp-es (Spanish). The second one
consisted on the synset alignment task by using a similarity
metric (provided by word2vec) with the definition glosses
in the dictionary and the Spanish WordNet of Multilingual
Central Repository (MCR)(Gonzalez-Agirre et al., 2012).
The words of different glosses are compared against each
other to obtain an average for each word obtained from the
gloss of the dictionary and then averaged to obtain a final
result the synset. The highest result is chosen.

The processed dictionary, the aligned synsets, and the
Gold Standard for evaluation which consisted of a hundred
synsets (see Subsection 5.1) are available in a project site1.

4.1. Pre-Processing a Dictionary
An algorithm was built to automatically extract the words
from an old-fashioned Spanish-Shipibo bilingual dictio-
nary (Lauriout et al., 1993). For each word entry, an struc-
tured output is obtained, which includes several fields.First,
there are 9 unique fields: term, reference, type of variant
of the term, variant, grammatical category (POS-tag), main
part, type of variant of the main part, variant of the main
part, etymology. Then, given that a term might have more
than one sense, each sense must be stored separately. So
it was confirmed that the maximum number of different
senses per word in the dictionary was 12. Each sense in-
cludes 6 glosses, 2 usage notes and 3 examples. Thus, it
makes a total of eleven fields for every sense. Finally, there
are 3 unique fields at the end of the entry: Synonymous
paragraph, parent term, sub-entry type. The latter two only
applies when the term is a sub-entry and is related to a par-
ent main entry.
For instance, the parsed output for the term sároranti would
be structured as in Figure 1.

Figure 1: (Top) Original dictionary entry for sároranti.
(Bottom) Parsed output for the entry. There are many sepa-
rators (’/’) together due to the possibility of extracting other
elements between them. In this case, there is only one word
sense, so there are a lot of separators together at the end,
since up to 12 senses are expected as maximum.

The total amount of entries stored is about 5800, includ-
ing 4815 terms from the main grammatical word classes
(nouns, verbs, adjectives and adverbs). The remaining 985
are suffixes, prefixes, conjunctions, prepositions, among
other categories. A distribution of the main word en-
tries and their respective amount of senses in the Shipibo-
Konibo Wordnet is presented in Table 1.

1WordNet-Shp data available in: chana.inf.pucp.edu.pe/
resources/wordnet-shp
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#s.
POS

Nouns Verbs Adj. Adv.

1 2 231 1 453 357 96
2 174 266 62 11
3 59 48 13 2
4 14 16 1 0
5 6 3 0 0
6 2 0 0 0
7 0 0 0 1

Total 2 486 1 786 433 110

Table 1: Distribution of words with and without ambiguous
senses found in the Shipibo-Konibo dictionary: Number of
senses (#s.) per Part-of-Speech (POS) tag

4.2. Synsets Alignment
The alignment algorithm focuses in comparing the glosses
of the word entries in Shipibo with the data of a Span-
ish WordNet, in order to obtain the closeness between the
meanings among them. To define which synset each word
sense belongs to, all the synsets in Spanish (terms, glosses
and examples) were taken into account.
For this research, a word2vec model (Mikolov et al., 2013)
was trained based on a general corpus (without annotation)
of the Spanish language composed by approximately 1.4
billion words (Cardellino, 2016). The corpus was created
by compiling various resources of the Spanish language
that can be found on the Internet. Some of them are listed
below:

• Collection of legal texts in Spanish from the European
Union

• United Nations documents

• Parts of corpus in Spanish in other languages

• Protected articles from the Wikipedia in Spanish

With the trained word2Vec model, the classification algo-
rithm for the synset alignment was the next step. The
pseudo-code is presented below:

Algorithm 1 Synset alignment
for i = 1 to |V | do

for j = 1 to |svi | do
maxij = 0;
for k = 1 to |Wes| do
simijk = word2vec similarity(sjvi ,Wesk)
if simijk > maxij then

maxij = simijk

end if
end for
insert to BD(sjvi ,Wesargmax(k)

)
end for

end for

Where |V | is the size of vocabulary V , |svi | is the number
of different senses for the word svi , and |Wes| is the size of
entries in the Spanish WordNet (Wes). word2vec similarity

is obtained by calculating the cosine between the two vec-
tors.
Regarding the pseudocode, this algorithm works as follows:
Each sense of each word found in the Shipibo dictionary
was compared to each synset of the WordNet in Spanish
using the word2vec model previously trained to obtain a
similarity metric. This measurement was expressed as a
decimal number.
For the calculation, it was taken the same word, glosses
and corresponding examples, if any, of each Spanish word
found in the Shipibo gloss. The glosses were filtered to
consider only the words of the categories that arise more
frequently and that allow to understand the context. These
categories are nouns and verbs; and to a lesser extent, ad-
jectives and adverbs.
For example, in the case of a noun, the nouns and verbs
of its gloss were considered (due to the strong connection
between the two categories). Each word was taken only
once, eliminating repetitions because it could be the case
that the terms or words contained in the glosses would be
repeated.
Additionally, the Tree-tagger (Schmid, 1995) was used to
extract grammatical categories and lemmas from words in
Spanish. For instance, for the verb manéxti (”clean” in En-
glish), which was taken in the sense whose gloss is ”to tie
the hairs of the head or crown with other hairs of the same
head”, the process would be as follows:

• Tie the hairs of the head or the crown with other hairs
his own head to

• Tying, hair, head, crown, hair, head - Only verbs and
nouns

• Tie, hair, head, crown - Lemmas were extracted and
word repetitions were erased

The similarity was expressed as a decimal number between
-1 and 1 (being the result of a cosine). The greater the
result, the relationship between words would be closer.
Therefore, to decide which synset corresponds to the word
in Shipibo, the synset with the greater similarity is con-
sidered. Each time the synset corresponding to a word
in Shipibo was found, everything related to the term was
inserted in the database following the standard used by
MCR (Gonzalez-Agirre et al., 2012).
Once the algorithm with two words was executed in Ship-
ibo as a sample, the nearest Spanish synset was obtained,
and that was found by the classification algorithm de-
scribed. For example, mocoxoti (which means ”clean”) was
correctly classified into one of the synsets where the word
”clean” (in Spanish) is found in the same sense as to sort
or arrange. It also shows all the words associated with the
synset, as well as its ili code (used as the international stan-
dard).

5. Evaluation
To carry out the evaluation a gold standard was needed. It
was prepared manually by a group of linguists and native
speakers of Shipibo. The evaluation metric in this study is
the accuracy, which is calculated after testing the classifi-
cation algorithm with the gold standard.
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Category # Synsets
Nouns 105
Verbs 43

Adjetives 8
Adverbs 2

Table 2: Current state of the WordNet-Shp

5.1. Gold Standard
The gold standard was made by linguists and a native
Shipibo-Konibo speaker. They selected a group of words
extracted from the WordNet in Spanish and put all the
possible synonyms for each one. In this way, a hundred
synsets were formed manually, separated by grammatical
categories as thus: 76 formed by nouns, 15 by verbs, 7 by
adjectives and 2 by adverbs.

5.2. Results
All the words of the gold standard were evaluated to ana-
lyze if the retrieved synset is really the corresponding one.
The total accuracy obtained with the gold standard was
32.8%. Some samples of classified synsets are presented
below:

• Synset: spa-30-03571439-n Word: chachı́ (injector).
Gloss: injector. Synset Result: spa-30-03571439-n

• Synset: spa-30-05599617-n Word: cói (chin). Gloss:
protruding part of the jaw. Synset Result: spa-30-
05598147-n

• Synset: spa-30-03343853-n Word: tóoati,tsakati
(gun) Gloss: portable weapon. Synset Result: spa-
30-00001740-n

In the first sample, there is a match because the original and
the retrieved synset are the same. In the second example,
the synsets do not match so the classification was labeled as
incorrect. However, in the synset result (spa-30-05598147-
n) the word ”nose” shows up, which is a part of one’s face
so it’s related to what we were originally looking for (chin).
In the third and final example, the classification was not
correct either but there is a lexical gap because the word
tsakati wasn’t found in the dictionary as a entry.
The precision obtained might be due to the following
points:

• The obtained synset makes sense but it’s not the same
ILI. This could happen because the wordnet is very
refined

• Some or several words used in the gloss of a particular
word do not bear much relation with it

• Minor errors in the dictionary processing

Finally, after processing words from the dictionary that
were included in the gold standard and an extra hundred
(200 in total), the current state of the Wordnet in Shipibo
by number of synsets is presented in Table 2.

6. Conclusions and Future Work
This study aimed the development of a new lexical and
synonym-based resource for the Shipibo-Konibo language.
Likewise, this repository uses the international standard for
locating translations in other languages based on the synsets
codification. For this purpose, a bilingual dictionary was
pre-processed for extracting information of word entries
and their senses in Shipibo-Konibo. After that, using the
Spanish WordNet, an algorithm aligned each word sense in
Shipibo-Konibo with its Spanish peer. The existing rela-
tionships in the Spanish WordNet were considered in order
to be inherited in the Shipibo-Konibo repository.
Regarding the evaluation, there was a manual analysis of
the synset quality. This was supported by professional lin-
guists, and the output was the development of the Gold
Standard. The results of the alignment showed a close
similarity in the word sense distribution between Shipibo-
Konibo and Spanish. This is caused mainly by the high
presence of unique-sense words. Besides, as the number of
senses is higher, the amount of words decreases consider-
ably.
Finally, the developed resource stores all the words includ-
ing their different senses in Shipibo-Konibo. Also, there
is a web interface under development for querying the en-
tries. All of these resources will be available in the follow-
ing link: https://github.com/iapucp/wordnet-shp-lrec2018
As future work, we want to improve our algorithm of synset
alignment and to include other relations between synsets,
like hypernyms or hyponyms. We believe that it will not be
difficult because it is possible to bring these relations from
WordNets in other languages (like Spanish).
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